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Aquarion Water Company of New Hampshire
2011 Capital Intensity of United Water New Jersey, Inc. and AUS Utility Reports Utility Companies Industry Averages

|  | Average Net Plant (\$ mill) |  | Average Operating Revenue (\$ mill) |  | Capital Intensity (\$) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Water Industry Average | \$ | 2,083.68 | \$ | 535.05 | \$ | 3.89 |
| Electric Industry Average | \$ | 13,849.32 | \$ | 6,042.90 | \$ | 2.29 |
| Combination Elec. \& Gas Industry Average | \$ | 11,649.44 | \$ | 6,195.25 | \$ | 1.88 |
| Gas Distribution Average | \$ | 3,062.57 | \$ | 2,382.29 | \$ | 1.29 |



Notes:
Capital Intensity is equal to Net Plant divided by Total Operating Revenue.
Source of Information:
EDGAR Online's I-Metrix Database
Company Annual Forms 10-K
AUS Utility Reports - May 2012
Published By AUS Consultants
Company Provided Information

## Capital Intensity of the AUS Utility Reports Companies 2002-2011



Source of Information: SEC Edgar I-Metrix Online Database

Aquarion Water Company of New Hampshire
2011 Depreciation Rate of United Water New Jersey, Inc. and AUS Utility Reports Utility Companies Industry Averages

|  | Depreciation Depletion \& Amort. Expense (\$ mill) |  | Average Total Gross Plant Less CWIP (\$ mill) |  | $\begin{gathered} \text { Depreciation } \\ \text { Rate } \\ (\%) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Water Industry Average | \$ | 68.22 | \$ | 2,300.11 | 3.0\% |
| Electric Industry Average | \$ | 632.49 | \$ | 18,111.66 | 3.5\% |
| Combination Elec. \& Gas Industry Average | \$ | 560.74 | \$ | 16,057.10 | 3.5\% |
| LDC Gas Distribution Industry Average | \$ | 139.95 | \$ | 4,089.98 | 3.4\% |

2011 Effective Depreciation Rate


Notes:
Effective Depreciation Rate is equal to Depreciation, Depletion and Amortization Expense divided by average beginning and ending year's Gross Plant minus Construction Work in Progress.

Source of Information:
EDGAR Online's I-Metrix Database
Company Annual Forms 10-K
AUS Utility Report - May 2012
Published by AUS Consultants
Company Provided Information

Depreciation Rates for the AUS Utility Reports Companies 2002-2011


Source of Information: SEC Edgar I-Metrix Online Database

## Free Cash Flow / Operating Revenues

 for the AUS Utility Reports Companies2002-2011


## Total Debt / EBITDA for the AUS Utility Reports Companies 2002-2011



Source of Information: SEC Edgar I-Metrix Online Database

## Funds From Ops / Total Debt for the AUS Utility Reports Cos. 2002-2011



Source of Information: SEC Edgar I-Metrix Online Database

## Funds From Ops / Interest Cov. for the AUS Utility Reports Cos. 2002-2011

Times


Before-Inc. Tax / Interest Cov. for the AUS Utility Reports Cos. 2002-2011


Source of Information: SEC Edgar I-Metrix Online Database

Market Capitalization for the AUS Utility Reports Companies 2002-2011


Source of Information: SEC Edgar I-Metrix Online Database \& AUS Utility Reports

## Earned Returns on Common Equity for the AUS Utility Reports Cos.

 2002-2011

Source of Information: SEC Edgar I-Metrix Online Database \& AUS Utility Reports


# Do Analyst Conflicts Matter? Evidence from Stock Recommendations 

Anup Agrawal University of Alabama

Mark A. Chen Georgia State University


#### Abstract

We examine whether conflicts of interest with investment banking and brokerage businesses induce sell-side analysts to issue optimistic stock recommendations and, if so, whether investors are misled by such biases. Using quantitative measures of potential conflicts constructed from a novel data set containing revenue breakdowns of analyst employers, we find that recommendation levels are indeed positively related to conflict magnitudes. The optimistic bias stemming from investment banking conflicts was especially pronounced during the late-1990s stock market bubble. However, evidence from the response of stock prices and trading volumes to upgrades and downgrades suggests that the market recognizes analysts' conflicts and properly discounts analysts' opinions. This pattern persists even during the bubble period. Moreover, the 1-year stock performance following revised recommendations is unrelated to the magnitude of conflicts. Overall, our findings do not support the view that conflicted analysts are able to systematically mislead investors with optimistic stock recommendations.


## 1. Introduction

In April 2003, 10 of the largest Wall Street firms reached a landmark settlement with state and federal securities regulators on the issue of conflicts of interest

[^0]faced by stock analysts. ${ }^{1}$ The settlement requires the firms to pay a record $\$ 1.4$ billion in compensation and penalties in response to government charges that the firms issued optimistic stock research to win favor with potential investment banking (IB) clients. Part of the settlement funds are earmarked for investor education and for provision of research from independent firms. In addition to requiring large monetary payments, the settlement mandates structural changes in the firms' research operations and requires the firms to disclose conflicts of interest in analysts' research reports.

The notion that investors are victims of biased stock research presumes that (1) analysts respond to the conflicts by inflating their stock recommendations and (2) investors take analysts' recommendations at face value. Even if analysts are biased, it is possible that investors understand the conflicts of interest inherent in stock research and rationally discount analysts' opinions. This alternative viewpoint, if accurate, would lead to very different conclusions about the consequences of analysts' research. Indeed, investors' rationality and self-interested behavior imply that stock prices should accurately reflect a consensus about the informational quality of public announcements (Grossman 1976; Grossman and Stiglitz 1980). Rational investors would recognize and adjust for analysts' potential conflicts of interest and thereby largely avoid the adverse consequences of biased stock recommendations.

In this article, we provide evidence on the extent to which analysts and investors respond to conflicts of interest in stock research. We address four questions. First, is the extent of optimism in stock recommendations related to the magnitudes of analysts' conflicts of interest? Second, to what extent do investors discount the opinions of more conflicted analysts? In particular, do stock prices and trading volumes react to recommendation revisions in a manner that rationally reflects the degree of analysts' conflicts? Third, is the medium-term (that is, 3- to 12-month) performance of recommendation revisions related to conflict severity? And, finally, did conflicts of interest affect analysts or investors differently during the late-1990s stock bubble than during the postbubble period? The answers to these questions are clearly of relevance to stock market participants, public policy makers, regulators, and the academic profession.
We use a unique, hand-collected data set that contains the annual revenue breakdown for 232 public and private analyst employers. This information allows us to construct quantitative measures of the magnitude of potential conflicts not only from IB business but also from brokerage business. We analyze a sample of over 110,000 stock recommendations issued by over 4,000 analysts during the 1994-2003 time period. Using univariate tests as well as cross-sectional regressions that control for the size of the company followed and individual analysts' experience, resources, workloads, and reputations, we attempt to shed

[^1]light both on how analysts respond to pressures from IB and brokerage businesses and on how investors compensate for the existence of such conflicts of interest.

A number of studies (for example, Dugar and Nathan 1995; Lin and McNichols 1998; Michaely and Womack 1999; Dechow, Hutton, and Sloan 2000; Bradley, Jordan, and Ritter 2008) focus on conflicts faced by analysts in the context of existing underwriting relationships (see also Malmendier and Shanthikumar 2007; Cliff 2007). ${ }^{2}$ Our article complements this literature in several ways. First, we take into account the pressure to generate underwriting business from both current and potential client companies. Even if an analyst's firm does not currently do IB business with a company that the analyst tracks, it might like to do so in the future. Second, we examine the conflict between research and all IB services (including advice on mergers, restructuring, and corporate control), rather than just underwriting. Third, we examine conflicts arising from brokerage business in addition to those from IB. ${ }^{3}$
Fourth, the prior empirical finding that underwriter analysts tend to be more optimistic than other analysts is consistent with two alternative interpretations: (a) an optimistic report on a company by an underwriter analyst is a reward for past IB business or an attempt to win future IB business by currying favor with the company or (b) a company chooses an underwriter whose analyst already likes the stock. The second interpretation implies that underwriter choice is endogenous and does not necessarily imply a conflict of interest. We sidestep this issue of endogeneity by not focusing on underwriting relations between an analyst's firm and the company followed. Instead, our conflict measures focus on the importance to the analyst's firm of IB and brokerage businesses, as measured by the percentage of its annual revenue derived from IB business and from brokerage commissions. Unlike underwriting relations between an analyst's firm and the company followed, the proportions of the entire firm's revenues from each of these businesses can reasonably be viewed as given, exogenous variables from the viewpoint of an individual analyst. Finally, our approach yields substantially larger sample sizes than those used in prior research, and it therefore leads to greater statistical reliability of the results.

Several articles adopt an approach that is similar in spirit to ours. For example, Barber, Lehavy, and Trueman (2007) find that recommendation upgrades (downgrades) by investment banks-which typically also have brokerage businesses-

[^2]underperform (outperform) similar recommendations by non-IB brokerages and independent research firms. Cowen, Groysberg, and Healy (2006) find that fullservice securities firms-which have both IB and brokerage businesses-issue less optimistic forecasts and recommendations than do non-IB brokerage houses. Finally, Jacob, Rock, and Weber (2008) find that short-term earnings forecasts made by investment banks are more accurate and less optimistic than those made by independent research firms. We extend this line of research by quantifying the reliance of a securities firm on IB and brokerage businesses. This is an important feature of our article for at least two reasons. First, given that many securities firms operate in multiple lines of business, it is difficult to classify them by business lines. By separately measuring the magnitudes of both IB and brokerage conflicts in each firm, our approach avoids the need to rely on a classification scheme. Second, since the focus of this research is on the consequences of analysts' conflicts, the measurement of those conflicts is important. Our conclusions sometimes differ from those in classification-based studies.
We find that analysts do indeed seem to respond to pressures from IB and brokerage businesses: larger potential conflicts of interest from these businesses are associated with more positive stock recommendations. We also document that the distortive effects of IB conflicts were larger during the late-1990s stock bubble than during the postbubble period. Nonetheless, the empirical analysis yields several pieces of evidence to suggest that investors are sophisticated enough to adjust for these biases. First, the short-term reactions of both stock prices and trading volumes to recommendation upgrades are negatively and statistically significantly related to the magnitudes of potential IB or brokerage conflicts. For downgrades, the corresponding relation is negative for stock prices but positive for trading volumes. Second, the 1-year investment performance after recommendation revisions bears no systematic relation to the magnitude of conflicts. Finally, investors continued to discount conflicted analysts' opinions during the bubble period, even amid the euphoria prevailing in the market at the time. Together these results strongly support the idea that the marginal investor, taking analysts' conflicts into account, rationally discounts optimistic stock recommendations. ${ }^{4}$

The remainder of the article is organized as follows. We discuss the issues in Section 2 and describe our sample and data in Section 3. Section 4 examines the relation between recommendation levels and the degree of IB or brokerage conflict faced by analysts. Section 5 analyzes how conflicts are related to the response of stock prices or trading volumes to recommendation revisions. Section
${ }^{4}$ In a companion paper (Agrawal and Chen 2005), we find that analysts appear to respond to conflicts when making long-term earnings growth projections but not short-term earnings forecasts. This finding is consistent with the idea that, with short-term forecasts, analysts worry about their deception being revealed with the next quarterly earnings release, but they have greater leeway with long-term forecasts. We also find that the frequency of forecast revisions is positively related to the magnitude of brokerage conflicts, and several tests suggest that analysts' trade generation incentives impair the quality of stock research.

6 investigates the relation between conflicts and the investment performance of recommendation revisions. Section 7 presents our results for the late-1990s stock bubble and postbubble periods, and Section 8 concludes.

## 2. Issues and Hypotheses

Investment banking activity is a potential source of analyst conflict that has received widespread attention in the financial media (for example, Gasparino 2002; Maremont and Bray 2004) as well as the academic literature (for example, Lin and McNichols 1998; Michaely and Womack 1999). When IB business is an important source of revenue for a securities firm, a stock analyst employed by the firm often faces pressure to inflate his or her recommendations. This pressure is due to the fact that the firm would like to sell IB services to a company that the analyst tracks. ${ }^{5}$ The company, in turn, would like the analyst to support its stock with a favorable opinion. Thus, we expect that the more critical is IB revenue to an analyst's employer, the greater the incentives an analyst faces to issue optimistic recommendations. ${ }^{6}$

Analysts also face a potential conflict with their employers' brokerage businesses. Here, the pressure on analysts originates not from the companies that they follow but from within their employing firms. Brokerage business generates a large portion of most securities firms' revenues, and analyst compensation schemes are typically related explicitly or implicitly to trading commissions. Thus, analysts have incentives to increase trading volumes in both directions (that is, buys and sells). Given the many institutional constraints that make short sales relatively costly, many more investors participate in stock purchases than in stock sales. ${ }^{7}$ Indeed, it is mostly existing shareholders of a stock who sell. This asymmetry between purchases and sales implies that the more important brokerage business is to an analyst's employer, the more pressure the analyst faces to be bullish when issuing recommendations.

Analysts who respond to the conflicts they face by issuing blatantly misleading stock recommendations can develop bad reputations that reduce their labor income and hurt their careers. ${ }^{8}$ Stock recommendations, however, are not as easily evaluated as other outputs of analysts' research, such as 12 -month price targets or quarterly earnings forecasts, which can be judged against public, near-

[^3]term realizations. So it is not clear whether analysts' career concerns can completely prevent them from responding to pressures to generate IB or brokerage business.

The relation between conflict severity and the short-term (2- or 3-day) stock price impact of a recommendation should depend on whether investors react to the opinion rationally or naively. ${ }^{9}$ Under the rational discounting hypothesis, the relation should be asymmetric for upgrades and downgrades. For upgrades, the stock price response should be negatively related to the degree of conflict. This implication arises because analysts who face greater pressure from IB or brokerage business are likely to be more bullish in their recommendations, and rational investors should discount an analyst's optimism more heavily. For downgrades, however, the story is different. When an analyst downgrades a stock despite facing large conflicts, rational investors should find the negative opinion more convincing and should be more likely to revalue the stock accordingly. This implies that the short-term stock price response to a downgrade should be negatively related to the degree of conflict.
The rational discounting hypothesis also predicts cross-sectional relations between conflict severity and the short-term trading volume responses to recommendations. As Kim and Verrecchia (1991) demonstrate in a rational expectations model of trading, the more precise a piece of news, the more individuals will revise their prior beliefs and, hence, the more trading that will result. In the present context, investor rationality implies that an upgrade by a highly conflicted analyst represents less precise news to investors, and so such a revision should be followed by a relatively small abnormal volume. But when an analyst downgrades a stock despite a substantial conflict, the signal is regarded as being more precise, and thus the downgrade should lead to relatively large abnormal trading.
By contrast, under the naive investor hypothesis, investors are largely ignorant of the distortive pressures that analysts face and accept analysts' recommendations at face value. This implies that there should be no relation between conflict severity and the short-term response of either stock prices or trading volume to recommendation revisions. Furthermore, the absence of a systematic relation should hold true for both upgrades and downgrades.
What are the implications of the two hypotheses for the medium-term (3- to 12-month) investment performance of analysts' recommendations? Under the rational discounting hypothesis, there should be no systematic relation between the magnitude of conflicts faced by an analyst and the performance of his or her stock recommendations: the market correctly anticipates the potential distortions up front and accordingly adjusts its response. But the naive investor hypothesis predicts that performance should be negatively related to conflict

[^4]severity for both upgrades and downgrades. That is, investors ignore analysts' conflicts up front and pay for their ignorance later.

## 3. Sample and Data

### 3.1. Sample

Our sample of stock recommendations comes from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file. This file contains data on newly issued recommendations as well as revisions and reiterations of existing recommendations made by individual analysts over the period 1993-2003. Although the exact wording of recommendations can vary considerably across brokerage houses, I/B/E/S classifies all recommendations into five categories ranging from strong buy to strong sell. We rely on the $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ classification and encode recommendations on a numerical scale from 5 (strong buy) to 1 (strong sell).

Since we are primarily interested in examining how the nature and consequences of analysts' recommendations are related to IB or brokerage business, we require measures of the importance of these business lines to analysts' employers. Under U.S. law, all registered broker-dealer firms must file audited annual financial statements with the Securities and Exchange Commission (SEC) in $\mathrm{x}-17 \mathrm{a}-5$ filings. ${ }^{10}$ These filings contain information on broker-dealer firms' principal sources of revenue, broken down into revenue from IB, brokerage commissions, and all other businesses (such as asset management and proprietary trading). We use these filings to obtain various financial data, including data on our key explanatory variables: the fractions of total brokerage house revenues from IB and from brokerage commissions. Beginning with the names of analyst employers contained in the I/B/E/S Broker Translation file, ${ }^{11}$ we search for all available revenue information in $\mathrm{x}-17 \mathrm{a}-5$ filings from 1994 to $2003 .{ }^{12}$ For publicly traded broker-dealer firms, we also use 10-K annual report filings over the sample period to gather information on revenue breakdowns, if necessary. We thus obtain annual data from 1994 to 2003 on IB revenue, brokerage revenue, and other revenue for 188 privately held and 44 publicly traded brokerage houses. ${ }^{13}$ For each brokerage house, we match recommendations to the latest broker-year revenue data preceding the recommendation date. Over the sample period, we

[^5]are able to match in this fashion $110,493 \mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ recommendations issued by 4,089 analysts.

All broker-dealer firms are required to publicly disclose their balance sheets as part of their $\mathrm{x}-17 \mathrm{a}-5$ filings. But a private broker-dealer firm can withhold the public disclosure of its income statement, which contains the revenue breakdown information needed for this study, if the SEC deems that such disclosure would harm the firm's competitive position. Thus, our sample of private securities firms is limited to broker-dealers that disclose their revenue breakdowns in $\mathrm{x}-17 \mathrm{a}-5$ filings. We examine whether this selection bias affects our main results by separately analyzing the subsample of publicly traded securities firms, for which public disclosure of annual revenue information is mandatory. Our findings do not appear to be affected by this selection bias. All of our results for the subsample of publicly traded securities firms are qualitatively similar to the results for the full sample reported in the article. In the Appendix, we describe the characteristics of disclosing and nondisclosing private securities firms, shed some light on the firms' income statement disclosure decisions, and use a se-lectivity-corrected probit model to examine whether the resulting selection bias can explain analysts' response to conflicts in these private firms. We find no evidence that selection bias affects our results for these firms.

### 3.2. Characteristics of Analysts, Their Employers, and Companies Followed

We next measure characteristics of analysts, their employers, and the companies they cover. Prior research (for example, Clement 1999; Jacob, Lys, and Neale 1999) finds that analysts’ experience and workloads affect the accuracy and credibility of their research. Using the I/B/E/S Detail History files, we measure an analyst's experience and workloads in terms of all research activity reported in I/B/E/S, including stock recommendations, quarterly and annual earnings-per-share forecasts, and long-term earnings growth forecasts. We measure general research experience as the number of days since an analyst first issued research on any company in the $I / B / E / S$ database and company-specific research experience as the number of days since an analyst first issued research on a particular company. We measure an analyst's workload as the number of different companies or the number of different four-digit I/B/E/S sector industry groups $(\mathrm{S} / \mathrm{I} / \mathrm{Gs})^{14}$ for which the analyst issued research in a given calendar year.

The amount of resources devoted to investment research within brokerage houses also affects the quality of analysts' research (Clement 1999). Larger houses have access to better technology, information, and support staff. Accordingly, we use three measures of brokerage house size: the number of analysts issuing stock recommendations for a brokerage house over the course of a calendar year, book value of total assets, and net sales. All of our subsequent results are qual-
${ }^{14}$ The I/B/E/S sector industry group numbers are six-digit codes that provide information on the industry sectors and subsectors for companies in the I/B/E/S database. We use the first four digits, which correspond to broad industry groupings.

Table 1
Revenue Sources (\%) of Analysts' Employers

| Recommendation Level | Investment Banking |  | Brokerage Commission |  | Sample Size |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Mean | Median |  |
| 5 (Strong buy) | 13.94 | 11.81 | 29.87 | 24.09 | 28,901 |
| 4 (Buy) | 13.81 | 11.21 | 26.68 | 17.22 | 37,478 |
| 3 (Hold) | 12.68 | 11.13 | 28.44 | 24.07 | 37,883 |
| 2 (Sell) | 11.61 | 10.55 | 23.13 | 16.12 | 4,875 |
| 1 (Strong sell) | 16.27 | 14.90 | 33.44 | 24.95 | 1,356 |
| $p$-Value (4 and 5) versus (1 and 2) | . 0000 | . 0000 | . 0000 | . 0023 |  |

Note. Shown are the percentages of analyst employer revenues from investment banking and brokerage commissions, by recommendation level. Data are for 110,493 stock recommendations and are drawn from the Institutional Brokers Estimate System U.S. Detail Recommendations History file for 1994-2003.
itatively similar under each of the three size measures. To save space, we report results only of tests based on the first size measure.

To capture the degree to which investors believe that individual analysts have skill in providing timely and accurate research, we use two measures of analysts' reputation. The first is based on Institutional Investor (II) magazine's All-America Research Team designation. Each year around October 15, II mails an issue to subscribers that lists the names of analysts who receive the most votes in a poll of institutional money managers. About 300-400 analysts are identified. We construct a variable that indicates, for each recommendation revision, whether the recommending analyst was named to the first, second, third, or honorable mention team in the latest annual survey. As a complementary, objective measure of analysts' reputation, we use a variable based on the Wall Street Journal's (WSP's) annual All-Star Analysts Survey. The WSJ All-Star Analysts are determined by an explicit set of criteria relating to past stock-picking performance and forecasting accuracy. ${ }^{15}$ The survey covers about 50 industries annually and names the top five stock pickers and top five earnings forecasters in each industry. ${ }^{16}$

Tables 1 and 2 report summary data on the characteristics of our sample. In Table 1, both the mean and the median percentages of analyst employer revenues derived from IB decline monotonically over the first four recommendation levels, but these values are the highest for strong sell recommendations. Similarly, it is the brokerage firms issuing strong sell recommendations that generally derive

[^6]Table 2
Characteristics of Analysts, Firms, and Companies Followed

| Characteristic | Mean | Median | SD | Sample <br> Size |
| :--- | :---: | ---: | ---: | ---: |
| Investment banking revenue (\%) | 13.60 | 11.25 | 11.93 | 94,892 |
| Brokerage commission revenue (\%) | 28.74 | 24.07 | 24.75 | 94,892 |
| Analyst's company-specific experience (years) | 2.42 | 1.20 | 3.29 | 85,531 |
| Analyst's general experience (years) | 6.41 | 4.90 | 5.32 | 85,531 |
| Analysts employed by a firm | 86.34 | 60 | 79.73 | 94,618 |
| Companies followed by an analyst | 17.24 | 15 | 12.93 | 84,016 |
| Four-digit I/B/E/S S/I/Gs followed by an |  |  |  |  |
| $\quad$ analyst | 3.05 | 3 | 1.90 | 84,014 |
| Institutional Investor All-America stock picker | .005 | 0 | .07 | 85,531 |
| Institutional Investor All-America Research |  |  |  |  |
| $\quad$ Team member | .035 | 0 | .18 | 85,531 |
| Wall Street Journal All-Star stock picker | .018 | 0 | .13 | 85,531 |
| Wall Street Journal All-Star Analyst | .136 | 0 | .34 | 85,531 |
| Market capitalization (\$ millions) | $8,804.46$ | $1,367.22$ | $27,758.81$ | 81,333 |
| Analyst following | 9.14 | 7 | 6.88 | 92,869 |

Note. Data are for 94,892 recommendation revisions and are drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Recommendation revisions include recommendation changes as well as initiations, resumptions, and discontinuations of coverage. Analysts' experience is measured from all analyst research activity reported in $I / B / E / S$, including earnings-per-share forecasts, long-term earnings growth forecasts, and stock recommendations. An analyst is considered to be a top stock picker or team member if he or she appeared in the relevant portion of the most recent analyst survey by Institutional Investor or the Wall Street Journal at the time of a recommendation revision. Market capitalization is measured 12 months before the end of the current month, and analyst following is measured on the basis of stock recommendation coverage. Market capitalization values are inflation adjusted (with Consumer Price Index numbers and with 2003 as the base year). S/I/G $=$ sector industry group.
the highest percentage of their total revenues from brokerage commissions. Notably, in each of the five categories, the mean percentage of revenue from commissions is about twice as large as the mean percentage of revenue from IB. This fact underscores the importance of trading commissions as a source of revenue for many securities firms. The last column shows that about 95 percent of the recommendations in the sample are at levels 5 (strong buy), 4 (buy), or 3 (hold). Levels 1 (strong sell) and 2 (sell) represent only about 1 percent and 4 percent of all recommendations, respectively.

The data in Table 2 provide a flavor of our sample of analysts and their employers. As noted by Hong, Kubik, and Solomon (2000), careers as analysts tend to be relatively short. The median recommendation is made by an analyst with under 5 years of experience, of which just over a year was spent following a given stock. Stock analysts tend to be highly specialized, following a handful of companies in a few industries. The median recommendation is made by an analyst following 15 companies in three industries who works for a securities firm employing 60 analysts. Being named as an All-America Research Team member by $I I$ is a rare honor, received by under 5 percent of all analysts in our sample. Finally, the typical company followed is large, with mean (median) market capitalization of about $\$ 8.8$ billion ( $\$ 1.4$ billion) in inflation-adjusted

2003 dollars. Over the time span of a year, a company is tracked by a mean (median) of 9.1 (7) analysts.

## 4. Conflicts and the Levels of Analyst Recommendations Net of the Consensus

In this section, we examine whether the level of an analyst's stock recommendation net of the consensus (that is, median) recommendation level is related to the conflicts that he or she faces. We start by ascertaining the level of the outstanding recommendation on each stock by each analyst following it at the end of each quarter (March, June, September, December) from 1995 through 2003. An analyst's recommendation on a stock is included only if it is newly issued, reiterated, or revised in the preceding 12 months.
We estimate a regression explaining individual analysts' net stock recommendation levels at the end of a quarter (which is the recommendation level minus the median recommendation level across all analysts following a stock during the quarter). ${ }^{17}$ The regression pools observations across analysts, stocks, and quarters and includes our two main explanatory variables: the percentage of an analyst employer's total revenues from IB and the percentage from brokerage commissions. Following Jegadeesh et al. (2004) and Kadan et al. (forthcoming), who find that momentum is an important determinant of analysts' recommendations, we control for the prior 6 -month stock return.
The regression also controls for other factors that can affect the degree of analysts' optimism, such as the size of the company followed and the resources, reputation, experience, and workload of an analyst. As a measure of the resources available to an analyst, a dummy variable is used for a large brokerage house, and it equals one if the firm ranks in the top quartile of all houses in terms of the number of analysts employed during the year. The size of the company followed is measured by the natural logarithm of its market capitalization, measured 12 months before the end of the month. We measure an analyst's reputation by dummy variables that equal one if the recommending analyst was named in the most recent year as an All-America Research Team member by II or as an All-Star Analyst by the WSJ. An analyst's company-specific research experience is measured by the natural logarithm of one plus the number of days an analyst has been producing research (including earnings-per-share forecasts, long-term growth forecasts, or stock recommendations) on the company. We measure an analyst's workload by the natural logarithm of one plus the number of companies for which he or she produces forecasts or recommendations in the current year.
Finally, we control for industry and time period effects by adding dummy variables for $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ two-digit $\mathrm{S} / \mathrm{I} / \mathrm{G}$ industries and for each calendar quarter (March 1995, June 1995, and so forth). Since net recommendation levels can

[^7]Table 3
Ordered Probit Analysis of Recommendation Levels Net of the Consensus

| Explanatory Variable | Coefficient | $z$-Statistic |
| :--- | :---: | ---: |
| Investment banking revenue (\%) | .4167 | 17.35 |
| Brokerage commission revenue (\%) | .0363 | 3.00 |
| Prior 6-month stock return | -.0068 | -2.89 |
| Large brokerage house dummy | -.0639 | -8.60 |
| Company size | .0038 | 2.89 |
| Institutional Investor All-America Research Team dummy | .0032 | .15 |
| Wall Street Journal All-Star Analyst dummy | -.0196 | -2.23 |
| Company-specific research experience | .0012 | 1.42 |
| Number of companies followed | .0070 | 4.64 |

Note. The results are from ordered probit regressions explaining individual analysts' stock recommendation levels net of the consensus (that is, median) recommendation level at the end of each quarter (March, June, September, December) for 1995-2003. Observations are excluded if the analyst issued no new or revised recommendation in the preceding 12 months. The regression includes observations pooled across analysts, stocks, and quarters. Data on recommendations are drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Investment banking or brokerage commission revenue refer to the percentage of the brokerage firm's total revenues derived from investment banking or brokerage commissions. The large brokerage house dummy is an indicator variable that equals one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock recommendations listed in I/B/E/S in a given calendar year. Company size is the natural logarithm of the market capitalization of the company followed, measured 12 months prior to the end of the current month. The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are indicator variables that equal one if the recommending analyst was listed as an All-America Research Team member or All-Star Analyst in the most recent analyst ranking. Company-specific research experience is the natural $\log$ of one plus the number of days that an analyst has been issuing I/B/E/S research on a company. Number of companies followed equals the natural $\log$ of one plus the number of companies followed by an analyst in the current calendar year. The regression includes dummy variables for two-digit I/B/E/S sector industry group industries and for calendar quarters. Test statistics are based on a robust variance estimator. The number of observations is 213,011 ; the $p$-value of the $\chi^{2}$ test is $<.0001$.
take ordered values from -4 (strongly pessimistic) to 4 (strongly optimistic) in increments of .5 , we estimate the regression as an ordered probit model. ${ }^{18}$ The $Z$-statistics are based on a robust (Huber-White sandwich) variance estimator.
Table 3 shows the regression estimate. The coefficients of IB revenue percentage and commission revenue percentage are both positive. This finding implies that greater conflicts with IB and brokerage businesses lead an analyst to issue a higher recommendation on a stock relative to the consensus. Stocks followed by busier analysts and stocks of larger companies receive higher recommendations relative to the consensus. Stocks that experience a price run-up over the prior 6 months, stocks followed by analysts at large brokerage houses, and stocks followed by WSJ All-Star Analysts all receive lower recommendations relative to the consensus. All of these relations are highly statistically significant.
To provide a sense of the magnitude of the main effects of interest, we show in Table 4 the derivatives of the probability of each net recommendation level

[^8]Table 4
Marginal Effects and Sample Distribution for the Ordered Probit Regression in Table 3

|  | Recommendation Level Net of the Consensus |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -4 | -3.5 | -3 | -2.5 | -2 | -1.5 | -1 | -. 5 | 0 | . 5 | 1 | 1.5 | 2 | 2.5 | 3 |
| Investment banking revenue (\%) | -. 00031 | -. 0002 | -. 0026 | -. 0010 | -. 0199 | -. 0086 | -. 0744 | -. 0321 | . 0123 | . 0325 | . 0671 | . 0077 | . 0188 | . 0002 | . 0003 |
| Brokerage commission revenue (\%) | -. 00003 | -. 00001 | -. 0002 | -. 00009 | -. 0017 | -. 0008 | -. 0065 | -. 0028 | . 0011 | . 0028 | . 0059 | . 0007 | . 0016 | . 00002 | . 00003 |
| Observed frequency | . 0001 | . 0001 | . 0016 | . 0007 | . 0176 | . 0094 | . 1241 | . 0948 | . 4940 | . 0937 | . 1289 | . 0111 | . 0233 | . 0002 | . 0003 |

Note. Shown is the derivative of the probability of each net recommendation level with respect to investment banking or brokerage revenue percentage, estimated from the ordered probit regression in Table 3. Investment banking and brokerage commission revenue refer to the percentage of the brokerage firm's total revenues derived from investment banking and brokerage commissions. The last row shows observed frequency of each net recommendation level as a proportion of the sample of 213,011 observations.
with respect to IB revenue and commission revenue percentages. ${ }^{19}$ Thus, for example, a 1 -standard-deviation increase in IB revenue percentage increases the probability of an optimistic recommendation (that is, a net recommendation level greater than zero $)$ by $.1193 \times(.0325+.0671+\ldots+.0003)=.0151$. Compared to the unconditional probability of an optimistic recommendation by an analyst, this represents an increase of about 5.9 percent (.0151/.2575). The effect of a change in commission revenue percentage is much smaller. A 1-standard-deviation increase in commission revenue percentage increases the probability of an optimistic recommendation by $.2475 \times .01105=.0027$, or about 1 percent (.0027/.2575) of the unconditional probability. Thus, despite possible concerns about a loss of reputation, analysts seem to respond to conflicts of interest, particularly those stemming from IB.

## 5. Conflicts and Investor Response to Recommendation Revisions

### 5.1 Stock Price Response

This section examines whether an analyst's credibility with investors is related to the degree of conflict faced. We interpret the reaction of stock prices to a recommendation revision as an indication of an analyst's credibility. Our analysis focuses on revisions in recommendation levels, rather than on recommendation levels per se, because revisions are discrete events that are likely to be salient for investors, and previous research finds that revisions have significant information content (see, for example, Womack 1996; Jegadeesh et al. 2004). To capture the effects of the most commonly observed and economically important types of revisions, we structure our tests around four basic categories: added to strong buy, added to buy or strong buy, dropped from strong buy, and dropped from buy or strong buy. ${ }^{20}$ These four categories are defined to include initiations, resumptions, and discontinuations of coverage because such events also reflect analysts' positive or negative views about a company. ${ }^{21}$ Thus, for example, we consider a stock to be added to strong buy under two scenarios: (a) the recommendation level is raised to strong buy from a lower level or (b) coverage is

[^9]initiated or resumed at the level of strong buy. ${ }^{22}$ Defining revisions in this fashion yields a sample of 94,892 recommendation revisions made over the 1994-2003 period.

### 5.1.1. Average Response

We compute the abnormal return on an upgraded or downgraded stock over day $t$ as the return (including dividends) on the stock minus the return on the Center for Research in Security Prices equal-weighted market portfolio of New York Stock Exchange (NYSE), American Stock Exchange, and NASDAQ stocks. The cumulative abnormal return (CAR) on the stock over days $t_{1}$ to $t_{2}$ relative to the revision date (day 0 ) is measured as the sum of the abnormal returns over those days. Table 5 shows mean and median CARs for three windows: days -1 to $0,-1$ to 1 , and -5 to 5 . The $t$-statistics for the difference of the mean abnormal returns from zero are computed as in Brown and Warner (1985) and are shown in parentheses. The $p$-values for the Wilcoxon test are reported in parentheses with the medians.
It is clear from Table 5 that recommendation revisions have large effects on stock prices. For example, when a stock is added to the strong-buy list, it experiences a mean abnormal return of about 2 percent over the 2-day revision period. Downgrades have even larger effects on stock prices than do upgrades. Strikingly, the 2-day mean abnormal return around the dropped-from-strongbuy list is -4 percent. Median values are consistently smaller in magnitude than are means, and this finding indicates that some revisions lead to price reactions of a very large magnitude. Mean and median 2-day abnormal returns are statistically different from zero for all four groups of forecast revisions. The magnitudes of abnormal returns are somewhat larger over the 3-day and 11-day windows than over the 2-day window. Overall, these returns are consistent with those found by prior research that examines the average stock price impact of recommendation revisions (for example, Womack 1996; Jegadeesh et al. 2004).

### 5.1.2. Cross-Sectional Analysis

Table 6 contains cross-sectional regressions of stock price reactions to recommendation revisions over days -1 to 1 . The main explanatory variables of interest in these regressions are our revenue-based measures of the magnitudes of IB and brokerage conflicts. We include controls for the size of an analyst's employer, the size of the company followed, and measures of an analyst's reputation, experience, and workload. ${ }^{23}$ We estimate a separate regression for each

[^10]Table 5
Cumulative Abnormal Returns surrounding Revisions in Analyst Stock Recommendations


Note. The sample of recommendation revisions is drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Recommendation revisions include recommendation changes and initiations, resumptions, and discontinuations in coverage. Day 0 is the revision date. Recommendation revisions are classified according to the level of any existing recommendation and whether coverage is being initiated or dropped. For example, a revision by an analyst is classified as added to strong buy if the new recommendation is strong buy and (a) the previous recommendation was lower than strong buy or (b) analyst coverage by the brokerage house is resumed or initiated. A recommendation is classified as dropped from strong buy if the previous recommendation was strong buy and ( $a$ ) the new recommendation is lower than strong buy or $(b)$ research coverage on the company is stopped. The $t$-statistics for the difference from zero are computed as in Brown and Warner (1985). The $p$-values for the difference from zero are from a Wilcoxon test.
*Statistically significant at the $1 \%$ level in two-tailed tests.

Table 6
Cross-Sectional Regressions of Cumulative Abnormal Returns over Days -1 to +1 surrounding Recommendation Revisions

| Explanatory Variable | Added to Strong Buy | Added to Buy or Strong Buy | Dropped from Buy or Strong Buy | Dropped from Strong Buy |
| :---: | :---: | :---: | :---: | :---: |
| Intercept | . 0369 | . 0412 | -. 2294 | -. 2224 |
|  | $(7.66)^{* *}$ | $(11.21)^{* *}$ | $(-31.31)^{* *}$ | $(-29.25)^{* *}$ |
| Investment banking revenue (\%) | $-.0262$ | $-.0139$ | -.0200 | $-.0354$ |
|  | $(-5.65)^{* *}$ | $(-3.57)^{* *}$ | $(-2.74)^{* *}$ | $(-3.92)^{* *}$ |
| Brokerage commission revenue (\%) | $-.0187$ | -. 0148 | -. 0089 | -. 0013 |
|  | $(-6.51)^{* *}$ | $(-6.43)^{* *}$ | $(-2.39)^{*}$ | (-.29) |
| Large brokerage house dummy | . 0116 | . 0088 | $-.0242$ | $-.0220$ |
|  | (7.46)** | (6.88)** | $(-12.79)^{* *}$ | $(-10.25)^{* *}$ |
| Company size | $-.0056$ | $-.0041$ | -. 0004 | . 0018 |
|  | $(-16.13)^{* *}$ | $(-15.40)^{* *}$ | (-.97) | $(3.77)^{* *}$ |
| Institutional Investor All-America Research Team dummy | . 0159 | . 0122 | $-.0148$ | $-.0207$ |
|  | $(4.11)^{* *}$ | $(3.82)^{* *}$ | $(-2.93)^{* *}$ | $(-3.28)^{* *}$ |
| Wall Street Journal All-Star Analyst dummy |  | . 0013 | $-.0011$ | $.0045$ |
|  | (.81) .0017 | (.84) .0019 | $\begin{gathered} (-.48) \\ .0039 \end{gathered}$ | (1.78) <br> 0018 |
| Company-specific research experience | $\frac{.0017}{(8.42)^{* *}}$ | $\begin{gathered} .0019 \\ (12.49)^{* *} \end{gathered}$ | $\begin{gathered} .0039 \\ (7.37)^{* *} \end{gathered}$ | $\frac{.0018}{(3.21)^{* *}}$ |
| Number of companies followed | --.0012 | $\stackrel{-.0016}{(-5.37) * *}$ | . 00007 | . 0008 |
|  | $(-2.97)^{* *}$ | $(-5.37)^{* *}$ | (1.49) | (1.31) |
| Observations | 19,440 | 28,665 | 28,618 | 19,632 |
| Adjusted $R^{2}$ | . 038 | . 0240 | . 028 | . 035 |
| $P$-Value of $F$-test | <. 0001 | <. 0001 | <. 0001 | <. 0001 |

Note. Shown are coefficient estimates and (in parentheses) $t$-statistics from ordinary least squares regressions. Day 0 is the recommendation revision date. Data on recommendations are drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Investment banking and brokerage commission revenue refer to the percentages of a brokerage firm's total revenues derived from investment banking and brokerage commissions. The large brokerage house dummy is an indicator variable that equals one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock recommendations listed in $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ in a given calendar year. Company size is the natural logarithm of the market capitalization of the company followed, measured 12 months prior to the end of the current month. The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are indicator variables that equal one if the recommending analyst was listed as an All-America Research Team member or All-Star Analyst in the most recent analyst ranking. Company-specific research experience is the natural $\log$ of one plus the number of days that an analyst has been issuing $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ research on a company. Number of companies followed equals the natural log of one plus the number of companies followed by an analyst in the current calendar year. All regressions include dummy variables for calendar-year and two-digit $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ sector industry group industries (not reported). The $t$-statistics are based on a robust variance estimator.
*Statistically significant at the $5 \%$ level in two-tailed tests.
${ }^{* *}$ Statistically significant at the $1 \%$ level in two-tailed tests.
of the four groups of recommendation revisions. The $t$-statistics based on a robust variance estimator are reported in parentheses.

The coefficient on IB revenue percentage is statistically significantly negative for both upgrades and downgrades. The coefficient on brokerage commission revenue percentage is also negative in all four regressions; it is statistically significant in all cases, except for the dropped-from-strong-buy revisions. ${ }^{24}$ Collectively, these results favor the rational discounting hypothesis over the naive investor hypothesis. The magnitudes of these effects are nontrivial. For instance, a 1 -standard-deviation increase in IB revenue percentage leads to a change of about $-.31(-.42)$ percentage points in the 3-day abnormal return around the move to (from) a strong buy recommendation. Similarly, a 1-standard-deviation increase in brokerage commission revenue percentage leads to a change of about -.37 (-.22) percentage points in the corresponding abnormal return around the move to (from) a buy or strong buy recommendation. ${ }^{25}$

The results for control variables are also noteworthy. The dummy variable for a large analyst employer is positively (negatively) related to the market reaction to upgrades (downgrades). This finding is consistent with the idea that revisions by analysts employed at larger brokerage houses (which tend to be more reputable) have more credibility with investors. The size of the company followed is negatively (positively) related to the market reaction to upgrades (downgrades), which is consistent with the notion that, for larger companies, an analyst's recommendation competes with more alternative sources of information and advice.

Revisions by II All-America Research Team analysts are positively (negatively) related to the stock price reaction to upgrades (downgrades), which suggests that they wield more influence with investors. This is a notable finding; we are unaware of previous work documenting a relation between an analyst's reputation and the stock price reaction to both upgrades and downgrades. As the coefficient on the WSJ All-Star Analyst dummy indicates, however, being designated as a WSJ All-Star Analyst does not seem to enhance the credibility of an analyst's recommendations. ${ }^{26}$ The absence of an effect here is somewhat

[^11]surprising given that the WSJ has a much broader readership base than that of $I I$. One explanation is that $I I$ analyst rankings are based on an opinion poll of money managers, who control substantial assets and therefore directly affect stock prices, while WSJ rankings are based on strictly quantitative measures of analysts' past stock-picking or forecasting performance.

The market reaction to upgrades is positively related to an analyst's companyspecific research experience. This finding suggests that more experienced analysts tend to be more influential with investors. But the reaction to downgrades is also positively related to analysts' experience. Finally, the stock price reaction to upgrades is negatively related to analysts' workload. This finding suggests that busier analysts' opinions tend to get discounted by the market. All of these relations are statistically significant.

### 5.2. Response of Trading Volume

In this section, we measure analysts' credibility via changes in the volume of trade around recommendation revisions. ${ }^{27}$ Revisions of analysts' recommendations can affect trading volumes by inducing investors to rebalance their portfolios to reflect updated beliefs.

### 5.2.1. Average Response

We compute the abnormal volume for a trading day $t$ as the mean-adjusted share turnover for stock $i:^{28}$

$$
\begin{equation*}
e_{i t}=v_{i t}-v_{i}, \tag{1}
\end{equation*}
$$

where $v_{i t}$ is the trading volume of stock $i$ over day $t$ divided by common shares outstanding on day $t$ and $v_{i}$ is the mean of $v_{i t}$ over days -35 to -6 .

The cumulative abnormal volume (CAV) for stock $i$ over days $t_{1}$ to $t_{2}$ is measured in the following way:

$$
\begin{equation*}
\mathrm{CAV}^{i} t_{1}, t_{2}=\sum_{t=t_{1}}^{t_{2}} e_{i t} . \tag{2}
\end{equation*}
$$

Table 7 shows mean and median CAV values over three windows surrounding revisions in analyst stock recommendations. Over the 2-day revision period, the mean abnormal volume is positive for both upgrades and downgrades, but its magnitude is substantially larger for downgrades. The move to (from) the strongbuy list increases a stock's trading volume by a mean of about .9 percent ( 2.6 percent) of the outstanding shares, compared to a normal day's volume. For longer windows, the mean abnormal volumes are substantially higher for down-

[^12]Table 7
Cumulative Abnormal Trading Volumes surrounding Announcements of Revisions in Stock Recommendations by Analysts

| Recommendation revision | Days -1 to 0 |  |  | Days -1 to 1 |  |  | Days -5 to 5 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Mean } \\ (t \text {-Statistic }) \end{gathered}$ | Median ( $p$-Value) | $N$ | $\begin{gathered} \text { Mean } \\ (t \text {-Statistic }) \end{gathered}$ | Median ( $p$-Value) | $N$ | $\begin{gathered} \text { Mean } \\ (t \text {-Statistic }) \end{gathered}$ | Median ( $p$-Value) | $N$ |
| Upgrades: |  |  |  |  |  |  |  |  |  |
| Added to strong buy | . 0086 | . 0011 |  | . 0097 | . 0015 |  | . 0071 | . 0030 |  |
|  | (8.89)* | (.000) | 24,506 | (8.18)* | (.000) | 24,502 | (3.13)* | (.000) | 24,488 |
| Added to buy or strong buy | . 0053 | . 0002 |  | . 0058 | . 0004 |  | . 0020 | . 0008 |  |
|  | $(5.08)^{*}$ | (.000) | 36,800 | $(4.54)^{*}$ | (.000) | 36,796 | (.818) | (.000) | 36,766 |
| Downgrades: |  |  |  |  |  |  |  |  |  |
| Dropped from buy or strong buy | . 0217 | . 0010 |  | . 0265 | . 0014 |  | . 0381 | . 0039 |  |
|  | (114.47)* | (.000) | 33,291 | (114.14)* | (.000) | 33,232 | (85.70)* | (.000) | 33,175 |
| Dropped from strong buy | . 0259 | . 0017 |  | . 0315 | . 0025 |  | . 0453 | . 0057 |  |
|  | $(128.76)^{*}$ | (.000) | 22,808 | $(127.86)^{*}$ | (.000) | 22,779 | $(96.03)^{*}$ | (.000) | 22,756 |

Note. The abnormal volume for stock $i$ on day $t$ is computed from daily Center for Research in Security Prices data as $e_{i t}=v_{i t}-v_{i}$, where $v_{i t}$ is the volume on day $t$ and $v_{i}$ is the average volume over days -35 to -6 relative to the recommendation revision date (day 0 ). All share volumes are normalized by dividing by common shares outstanding on the same day. The $p$-values are from a Wilcoxon test.

* Statistically significant at the $1 \%$ level in two-tailed tests.
grades. The median values are lower than the mean values. Each mean and median abnormal volume is statistically greater than zero, with a $p$-value below .01. Clearly, revisions of stock recommendations by analysts generate trading.


### 5.2.2. Cross-Sectional Analysis

Table 8 presents cross-sectional regressions explaining CAVs over days -1 to 1 surrounding the recommendation revisions. The explanatory variables in the regressions are the same as in regressions of CARs in Section 5.1.2. The results provide strong support for the rational discounting hypothesis. The coefficients on both the IB revenue percentage and commission revenue percentage variables are generally statistically significant and negative (positive) for both groups of upgrades (downgrades). The magnitudes of these effects are nontrivial. For example, a 1 -standard-deviation increase in IB revenue percentage leads to a change in the 3 -day abnormal volume around the addition (omission) of a stock to (from) the strong-buy list of about -.12 percent ( .36 percent) of the outstanding shares; a corresponding change in the commission revenue percentage results in a change in the abnormal volume of about -.15 percent (. 22 percent).
Recommendation revisions by larger brokerage houses generate more trading. The abnormal volume is also larger for revisions involving smaller companies. Revisions by II All-America Research Team members generate statistically significantly more abnormal volume for the dropped from buy or strong-buy group. Upgrades (downgrades) by more experienced analysts result in larger (smaller) abnormal volumes, and upgrades by busier analysts are less credible.

## 6. Conflicts and the Performance of Recommendation Revisions

We next consider the investment performance of analysts' recommendation revisions over periods of up to 12 months. Here, the choice of the benchmark used to compute abnormal returns is somewhat more important than it is in Section 5.1, where we measure abnormal returns over a few days around the revision. But the results here are likely to be less sensitive to the benchmark employed than are those in studies of long-run stock performance, where the time period of interest can be as long as $5-10$ years (see, for example, Agrawal, Jaffe, and Mandelker 1992; Agrawal and Jaffe 2003).

### 6.1. Average Performance

We use an approach similar to Barber, Lehavy, and Trueman (2007). To evaluate the performance of stocks over a given window, say, months $1-12$ following the month of their inclusion (month 0 ) in a given group of revisions such as the added-to-strong-buy list, we form a portfolio $p$ that initially invests $\$ 1$ in each recommendation. Each recommended stock remains in the portfolio until month 12 or the month that the stock is either downgraded or dropped from coverage by the securities firm, whichever is earlier. If multiple securities firms recommend a stock in a given month, the stock appears multiple times in the

Table 8
Cross-Sectional Regressions of Cumulative Abnormal Trading Volumes over Days -1 to +1 surrounding Recommendation Revisions

| Explanatory Variable | Added to Strong Buy | Added to Buy or Strong Buy | Dropped from Buy or Strong Buy | Dropped from Strong Buy |
| :---: | :---: | :---: | :---: | :---: |
| Intercept | . 0083 | . 0042 | . 0946 | . 0828 |
|  | $(2.65)^{* *}$ | (1.90) | $(13.72)^{* *}$ | $(15.01)^{* *}$ |
| Investment banking revenue (\%) | $-.0100$ | -. 0085 | . 0140 | . 0304 |
|  | $(-3.31)^{* *}$ | $(-2.26)^{*}$ | $(2.18)^{*}$ | (3.63)** |
| Brokerage commission revenue (\%) | -. 0057 | -. 0059 | . 0087 | . 0055 |
|  | (-1.76) | $(-4.13)^{* *}$ | $(2.76)^{* *}$ | (1.45) |
| Large brokerage house dummy | . 0058 | . 0038 | . 0168 | . 0171 |
|  | (3.72)** | $(4.50)^{* *}$ | (11.12)** | $(9.48)^{* *}$ |
| Company size | $-.0031$ | $-.0018$ | $-.0023$ | $-.0041$ |
|  | $(-9.54)^{* *}$ | $(-12.30)^{* *}$ | $(-7.60)^{* *}$ | $(-11.40)^{* *}$ |
| Institutional Investor All-America Research Team dummy | . 0035 | . 0033 | . 0084 | . 0046 |
|  | (1.74) | (1.88) | $(2.32)^{*}$ | (1.21) |
| Wall Street Journal All-Star Analyst dummy | . 0008 | . 0013 | . 0023 | -. 0006 |
|  | (.74) | (1.42) | (1.36) | (-.29) |
| Company-specific research experience | . 0010 | . 0010 | $-.0041$ | $-.0019$ |
|  | $(8.39)^{* *}$ | (11.19)** | $(-6.18)^{* *}$ | $(-4.11)^{* *}$ |
| Number of companies followed | - -.0009 | - -.0013 | -.0001 | $-.0005$ |
|  | ${ }_{19}(-3.49)^{* *}$ | $(-6.23)^{* *}$ | (-.38) | (-.99) |
| Observations | 19,431 | 28,653 | 28,594 | 19,619 |
| Adjusted $R^{2}$ | . 025 | . 019 | . 030 | . 042 |
| $p$-Value of $F$-test | <. 0001 | <. 0001 | <. 0001 | <. 0001 |

Note. Shown are coefficient estimates and (in parentheses) $t$-statistics from ordinary least squares regressions. Day 0 is the recommendation revision date. Data on recommendations are drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Investment banking and brokerage commission revenue refer to the percentage of brokerage firm's total revenues derived from investment banking and brokerage commissions. The large brokerage house dummy is an indicator variable that equals one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock recommendations listed in $I / B / E / S$ in a given calendar year. Company size is the natural logarithm of the market capitalization of the company followed, measured 12 months prior to the end of the current month. The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are indicator variables that equal one if the recommending analyst was listed as an All-America Research Team member or All-Star Analyst in the most recent analyst ranking. Company-specific research experience is the natural $\log$ of one plus the number of days that an analyst has been issuing $I / B / E / S$ research on a company. Number of companies followed equals the natural $\log$ of one plus the number of companies followed by an analyst in the current calendar year. All regressions include dummy variables for calendar-year and two-digit $\mathrm{I} / \mathrm{B} / \mathrm{E} / \mathrm{S}$ sector industry group industries (not reported). The $t$-statistics are based on a robust variance estimator.

* Statistically significant at the $5 \%$ level in two-tailed tests.
${ }^{* *}$ Statistically significant at the $1 \%$ level in two-tailed tests.
portfolio that month, once for each securities firm with a strong buy recommendation. The portfolio return for calendar month $t$ is given by

$$
\begin{equation*}
R_{p t}=\sum_{i=1}^{n_{t}} x_{i t} \times R_{i t} / \sum_{i=1}^{n_{t}} x_{i p} \tag{3}
\end{equation*}
$$

where $R_{i t}$ is the month $t$ return on recommendation $i, x_{i t}$ is one plus the compound return on the recommendation from month 1 to month $t-1$ (that is, $x_{i t}$ equals one for a stock that was recommended in month $t$ ), and $n_{t}$ is the number of recommendations in the portfolio. This calculation yields a time series of monthly returns for portfolio $p$.

We compute the abnormal performance of portfolio $p$ as the estimate of the intercept term $\alpha_{p}$ from the Fama and French (1993) three-factor model. Accordingly, we estimate the following time-series regression for portfolio $p$ :

$$
\begin{align*}
R_{p t}-R_{f t} & =\alpha_{p}+\beta_{1 p}\left(R_{m t}-R_{f t}\right)+\beta_{2 p} \mathrm{SMB}_{t}+\beta_{3 p} \mathrm{HML}_{t}+\varepsilon_{p p} \\
t & =\text { January } 1994 \text { to December 2003, } \tag{4}
\end{align*}
$$

where $R_{f}$ is the risk-free rate, $R_{m}$ is the return on the value-weighted market index, SMB equals the monthly return on a portfolio of small firms minus the return on a portfolio of big firms, and HML is the monthly return on a portfolio of firms with high book-to-market ratio minus the return on a portfolio of firms with low book-to-market ratio. The error term in the regression is denoted $\varepsilon$. The time series of monthly returns on $R_{m}-R_{f}, \mathrm{SMB}$, and HML are obtained from Kenneth French's Web site. ${ }^{29}$ We repeat this procedure for each time window of interest, such as months $1-3$, and for each group of revisions, such as the dropped-from-strong-buy list.
Table 9 shows the performance of analysts' recommendation revisions. Over the period of 3 months following the month of recommendation revision, the average abnormal returns for upgrades are positive, and the returns for downgrades are negative. The magnitudes of these returns are nontrivial. For example, the addition of a stock to the strong-buy list has an abnormal monthly return of about .875 percent, or about 2.62 percent over the 3 -month period. The pattern is generally similar over longer windows. For example, over months $1-12$, the abnormal monthly return for the added-to-strong-buy list is .679 percent, or about 8.15 percent over the 12 -month period. The abnormal returns are significantly different from zero for upgrades in all cases; they are statistically insignificant for downgrades in all cases except one.

[^13]Table 9
Medium-Term Investment Performance of Recommendation Revisions

| Portfolio | Months 1-3 |  | Months 1-6 |  | Months 1-12 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Abnormal Monthly Return (\%) | $t$-Statistic | Abnormal Monthly Return (\%) | $t$-Statistic | Abnormal Monthly Return (\%) | $t$-Statistic |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| Added to strong buy | . 875 | 6.12** | . 758 | $6.12{ }^{* *}$ | . 679 | 5.70** |
| Added to buy or strong buy | . 586 | $4.49^{* *}$ | . 511 | $4.82{ }^{* *}$ | . 503 | $5.38{ }^{* *}$ |
| Dropped from buy or strong buy | -. 361 | -1.60 | -. 260 | -1.28 | -. 072 | -. 44 |
| Dropped from strong buy | -. 367 | -1.58 | -. 395 | $-2.00^{*}$ | -. 231 | -1.49 |

Note. Abnormal returns are reported for three event windows relative to the month of revision (month 0 ) and are computed using an approach similar to that in Barber, Lehavy, and Trueman (2007). The abnormal return is the estimated intercept from a time-series regression of 114 monthly portfolio returns using the Fama and French (1993) three-factor model.

* Statistically significant at the 5\% level in two-tailed tests.
${ }^{* *}$ Statistically significant at the $1 \%$ level in two-tailed tests.


### 6.2. Cross-Sectional Analysis

Table 10 shows the results of a regression similar to that in Section 5.1.2, except that the dependent variable here is the average monthly abnormal return for a firm over months $1-12$ following the month of a recommendation revision. We compute this abnormal return by estimating a time-series regression similar to that in equation (4) over months $1-12$ for each stock in a sample of recommendation revisions. The intercept from this regression is our estimate of the performance of the recommendation revision. Observations involving recommendation revisions on a stock that occur within 12 months of an earlier revision are omitted from each regression. ${ }^{30}$

In each regression result reported in Table 10, the coefficients of IB revenue percentage and commission revenue percentage are not statistically significantly different from zero. These results favor the rational discounting hypothesis, at least for the marginal investor. The performance of both groups of recommendation upgrades is negatively related to company size; the performance of one group of downgrades is positively related to the dummy variable for WSJ AllStar Analysts. None of the other variables is statistically significant.

## 7. Bubble versus Postbubble Periods

We next exploit the fact that our sample spans both the late-1990s U.S. stock bubble and a postbubble period. During the bubble period, initial public offerings, merger activities, and stock prices were near record highs, and media attention was focused on analysts' pronouncements. We therefore examine whether analysts' behavior and investors' responses to analysts' recommendations differed during the bubble and postbubble periods. Given the euphoria on Wall

[^14]Table 10
Cross-Sectional Regressions of Average Monthly Abnormal Returns following Recommendation Revisions over Months 1-12

| Explanatory Variable | Added to Strong Buy | Added to Buy or Strong Buy | Dropped from Buy or Strong Buy | Dropped from Strong Buy |
| :---: | :---: | :---: | :---: | :---: |
| Intercept | $.0523$ | $.0089$ | $-.0646$ | $-.0821$ |
| Investment banking revenue (\%) | $-.0089$ | $-.0018$ | . 0042 | -.0068 |
|  | (-1.23) | (-.29) | (.64) | (-.87) |
| Brokerage commission revenue (\%) | $\begin{aligned} & .0064 \\ & (1.32) \end{aligned}$ | $\begin{aligned} & .0059 \\ & (1.54) \end{aligned}$ | $\begin{aligned} & .0057 \\ & (1.21) \end{aligned}$ | $\begin{aligned} & .031 \\ & (.75) \end{aligned}$ |
| Large brokerage house dummy | . 0009 | $-.0027$ | $\stackrel{.}{\text { ( }} .0016$ | . .0015 |
|  | (.38) | (-1.32) | (.72) | (.77) |
| Company size | $-.0013$ | (-.0017 | -. 0007 | $-.0007$ |
| Institutional Investor All-America analyst dummy | $(-2.74)^{* *}$ -.0029 | $(-4.18)^{* *}$ | $(-1.71)$ -.0016 | $\begin{gathered} (-1.54) \\ -.0009 \end{gathered}$ |
| Institutional Investor All-America analyst dummy | $(-.58)$ | (.001) | $(-.44)$ | $\begin{aligned} & -.0009 \\ & (-.23) \end{aligned}$ |
| Wall Street Journal All-Star Analyst dummy | . 0031 | . 0002 | -. 0029 | $.0056$ |
| Company-specific research experience | $\xrightarrow{(1.24)}$ | $\stackrel{(.12)}{\text {. } 0004}$ | $\xrightarrow{(-1.42)}$ | $(2.29)^{*}$ .0004 |
|  | (1.08) | (1.80) | (.76) | (.92) |
| Number of companies followed | $-.0011$ | $\begin{array}{r} -.0008 \\ (-1.79) \end{array}$ | $\begin{aligned} & -.0002 \\ & (-.45) \end{aligned}$ | $\begin{aligned} & -.0002 \\ & (-.47) \end{aligned}$ |
| Observations | 6,411 | 8,851 | 10,644 | 8,368 |
| Adjusted $R^{2}$ | . 026 | . 023 | . 019 | . 020 |
| $p$-Value of $F$-test | <. 0001 | <. 0001 | <. 0001 | <. 0001 |

Note. Shown are the coefficient estimates and (in parentheses) $t$-statistics from ordinary least squares regressions. Month 0 is the month of recommendation revision. The abnormal return is the estimated intercept from a time-series regression of monthly portfolio returns in accordance with the Fama and French (1993) threefactor model. Data on recommendations are drawn from the Institutional Brokers Estimate System (I/B/E/S) U.S. Detail Recommendations History file for $1994-2003$. Investment banking and brokerage commission revenue data refer to the percentage of the brokerage firm's total revenues derived from investment banking and brokerage commissions. The large brokerage house dummy is an indicator variable that equals one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock recommendations on $I / B / E / S$ in a given calendar year. Company size is the natural logarithm of the market capitalization of the company followed, measured 12 months prior to the end of the current month. The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are indicator variables that equal one if the recommending analyst was listed as an All-America Research Team member or All-Star Analyst in the most recent analyst ranking Company-specific research experience is the natural log of one plus the number of days that an analyst has been issuing I/B/E/S research most recent analyst ranking. Company-specific research experience is the natural $\log$ of one plus the number of days that an analyst has been issuing $I / B / E / S$ research regressions include dummy variables for calendar-year and two-digit I/B/E/S sector industry group industries (not reported). The $t$-statistics are based on a robust variance estimator.
${ }^{*}$ Statistically significant at the $5 \%$ level in two-tailed tests.
${ }^{* *}$ Statistically significant at the $1 \%$ level in two-tailed tests.

Table 11
Ordered Probit Regression of Recommendation Levels Net of the Consensus for Bubble versus Postbubble Periods

|  | Bubble | Postbubble | $p$-Value |
| :--- | :---: | :---: | :---: |
| Investment banking revenue (\%) | $.5103^{*}$ | $.3089^{*}$ | $<.001$ |
| Brokerage revenue (\%) | $-.1868^{*}$ | $.2286^{*}$ | $<.001$ |

Note. The explanatory variables are as in Table 3, except that (a) the investment banking revenue and brokerage commission revenue percentage variables are interacted with dummy variables for the bubble or postbubble period and (b) calendar-quarter dummies are replaced with a postregulation indicator (which is equal to one for quarters after May 2002). Shown are the coefficient estimates of investment banking and brokerage revenue percentage variables for the bubble and postbubble periods and the $p$-value for the difference in the coefficient estimate between the two periods. All test statistics use robust variance estimators.

* Statistically significant at the $1 \%$ level in two-tailed tests.

Street and among investors during the bubble, analysts appear to have been under acute pressure to generate IB fees and brokerage commissions. As for the response of investors, the rational discounting hypothesis predicts greater discounting of analysts' opinions during this period in response to heightened conflicts, while the naive investor hypothesis predicts less discounting.

We estimate regressions similar to those for relative recommendation levels (Table 3), those for announcement abnormal returns (Table 6), those for announcement abnormal volumes (Table 8), and those for 12-month investment performance of recommendation revisions (Table 10), except that we now interact IB revenue percentage and commission revenue percentage with dummy variables for the bubble (January 1996-March 2000) and postbubble (April 2000-December 2003) periods. Accordingly, we restrict the sample period for these regressions to January 1996-December 2003. For regressions corresponding to those with results shown in Table 3, we also replace the calendar-quarter dummies with a postregulation indicator (equal to one for quarters ending after May 2002). In May 2002, both the NYSE and the National Association of Securities Dealers considerably tightened the regulations on the production and dissemination of sell-side analyst research. ${ }^{31}$ The findings of Barber et al. (2006) and Kadan et al. (forthcoming) suggest that these regulations exerted a downward pressure on recommendation levels. The regression results are presented in Tables 11 and 12 . To save space, we report only the coefficient estimates for IB revenue percentage and commission revenue percentage.

The results in Table 11 show that analysts appear to have inflated their recommendations in response to IB conflicts during both the bubble and postbubble periods. But the magnitude of this effect is substantially greater during the bubble period than during the postbubble period. This difference is statistically significant. The magnitude of the effect is smaller for brokerage conflicts than for IB conflicts during both periods. In fact, the effect for brokerage conflicts is negative

[^15]Table 12
Ordinary Least Squares Regressions of Abnormal Returns, Abnormal Volumes, and Abnormal Stock Performance for Bubble and Postbubble Periods


Note. The explanatory variables are as in Tables 6,8 , and 10 , except that the investment banking revenue and brokerage commission revenue percentage variables are interacted with dummy variables for the bubble or postbubble period. Shown are the coefficient estimates of the investment banking and brokerage revenue are interacted with dummy variables for the bubble or postbubble period. Shown are the coefficient estimates of the investment banking and brokerage revenue the recommendation revision date. All test statistics use robust variance estimators. $\mathrm{CAR}=$ cumulative abnormal return; $\mathrm{CAV}=$ cumulative abnormal volume.
${ }^{*}$ Statistically significant at the $5 \%$ level in two-tailed tests.
${ }_{* *}$ Statistically significant at the $1 \%$ level in two-tailed tests.
during the bubble; it is positive and statistically significantly higher during the postbubble period.

Table 12 shows that, in regressions of 3-day abnormal returns, the coefficients of both IB revenue percentage and commission revenue percentage are negative and statistically significant during the bubble period for both groups of upgrades. For the added-to-strong-buy group, the coefficient of IB revenue percentage is significantly lower during the bubble period than during the postbubble period. For downgrades, the coefficients of both variables are generally negative in both periods, and they are statistically significantly lower during the postbubble period.

In regressions of 3-day abnormal volumes, the coefficients of IB revenue percentage and commission revenue percentage are negative for upgrades and positive for downgrades in all cases, both during and after the bubble. These coefficients are not statistically significantly different between the bubble and postbubble periods for both groups of upgrades and one group of downgrades. For the dropped-from-strong-buy group, the coefficient of IB revenue percentage is statistically significantly larger during the bubble period than during the postbubble period, but the coefficient of the commission revenue percentage is statistically significantly smaller. In regressions of 12 -month postrecommendation stock performance, the coefficients of both variables are statistically insignificant both during and after the bubble period in nearly all cases, and this finding is consistent with the results shown in Table 10 for the full sample period.
Overall, analysts appear to respond to IB conflicts both during and after the bubble, but the magnitude of their response declines during the postbubble period. Perversely, while analysts do not seem to respond to brokerage conflicts during the bubble, they appear to do so after the bubble. Perhaps the intense regulatory and media focus on IB conflicts has led analysts to look for alternative avenues. Did investors discount conflicted analysts' opinions more during the bubble than in the postbubble period? The answer to this question is unclear. However, our evidence does not support the notion that investors threw caution to the wind during the bubble.

## 8. Summary and Conclusions

Following the collapse of the late-1990s U.S. stock market bubble, there has been a widespread hue and cry from investors and regulators over the conflicts of interest faced by Wall Street stock analysts. The discovery of e-mail messages, in which analysts were privately disparaging stocks that they were touting publicly, led to the landmark $\$ 1.4$ billion settlement between a number of leading Wall Street firms and securities regulators in April 2003. The settlement requires the firms to disclose IB conflicts in analyst reports and imposes a variety of restrictions designed to strengthen the firewalls that separate research from IB. Part of the settlement funds are set aside for investor education and for research produced by independent firms. The settlement basically presumes that analysts
respond to the conflicts by inflating their stock recommendations and that investors take analysts' recommendations at face value.

Consistent with the view of the media and regulators, we find that optimism in stock recommendations is positively related to the importance of both IB and brokerage businesses to an analyst's employer. This pattern is more pronounced during the late-1990s stock market bubble with respect to IB conflicts. However, we provide several pieces of empirical evidence that suggest that investors are sophisticated enough to adjust for this bias. First, the short-term reactions of both stock prices and trading volumes to recommendation upgrades vary negatively with the magnitude of potential IB or brokerage conflicts faced by analysts. For instance, over the 3 days surrounding an upgrade to strong buy, a 1 -standarddeviation increase in the proportion of revenue from IB is associated with a . 31 percentage point decrease in abnormal returns and a .12 percentage point decrease in abnormal volume. These results suggest that investors ascribe lower credibility to an analyst's upgrade when the analyst is subject to greater pressures to issue an optimistic view. For downgrades, conflict severity varies negatively with the short-term stock price reaction and positively with the short-term trading volume impact. This pattern is consistent with the idea that investors perceive an analyst to be more credible if he or she is willing to voice an unfavorable opinion on a stock despite greater pressures to be optimistic.

Second, we find no evidence that the 1-year investment performance of recommendation revisions is related to the magnitude of analysts' conflicts, either for upgrades or for downgrades. This finding suggests that, on average, investors properly discount an analyst's opinions for potential conflicts at the time the opinion is issued. Finally, investors discounted conflicted analysts' opinions during the late-1990s stock bubble, even in the face of the prevailing market euphoria. This evidence does not support the popular view that recommendations of sell-side analysts led investors to throw caution to the wind during the bubble period.

Overall, our empirical findings suggest that while analysts do respond to IB and brokerage conflicts by inflating their stock recommendations, the market discounts these recommendations after taking analysts' conflicts into account. These findings are reminiscent of the story of the nail soup told by Brealey and Myers (1991), except that here analysts (rather than accountants) are the ones who put the nail in the soup and investors (rather than analysts) are the ones to take it out. Our finding that the market is not fooled by biases stemming from conflicts of interest echoes similar findings in the literature on conflicts of interest in universal banking (for example, Kroszner and Rajan 1994, 1997; Gompers and Lerner 1999) and on bias in the financial media (for example, Bhattacharya et al., forthcoming; Reuter and Zitzewitz 2006). Finally, while we cannot rule out the possibility that some investors may have been naive, our findings do not support the notion that the marginal investor was systematically misled over the last decade by analysts' recommendations.

## Appendix

This Appendix describes the characteristics of disclosing and nondisclosing private securities firms, sheds some light on their decisions to publicly disclose their income statements, and examines whether the resulting selection bias affects our main results in Table 3. Table A1 provides summary statistics of recommendation levels and characteristics of disclosing and nondisclosing private securities firms. Compared with nondisclosing firms, disclosing firms tend to be smaller and more liquid and issue somewhat more optimistic stock recommendations. The mean recommendation level is slightly higher for disclosing firms than for nondisclosing firms. The median disclosing firm is smaller and holds more liquid assets than the median nondisclosing firm. All these differences are statistically significant. The two groups of firms have similar financial leverage ratios and 2-year growth rates in total assets.

We next examine cross-sectional determinants of a private securities firm's decision to disclose its income statement. In an excellent review of the corporate disclosure literature, Healy and Palepu (2001) point out that a firm is more willing to voluntarily disclose financial information when it needs to raise external financing and when it is less concerned that the disclosure would damage its competitive position in product markets. Ceteris paribus, firms with greater growth opportunities, higher financial leverage, and less liquid resources are more likely to need external financing. They are more likely to be open with potential investors by disclosing financial information, including their income statements. Similarly, smaller firms are likely to have greater need for external financing as they try to grow. In addition, given the intense competition in the securities business, smaller private firms are also likely to be more willing to disclose their profits and profitability because they have less business at stake. For both reasons, smaller firms are likely to be more willing to disclose financial information. We control for firm size by the natural logarithm of one plus total assets in millions of dollars, for growth opportunities by the 2-year growth rate of total assets, for financial leverage by the ratio of long-term debt to total assets, and for liquidity by the ratio of cash and equivalents to total assets. We estimate a probit regression of DISCLOSER, which equals one for a disclosing firm and is zero otherwise.

In accordance with the predictions of corporate disclosure theory, the coefficients on firm size and liquidity are negative, and the coefficient on growth is positive. Contrary to the prediction, however, the coefficient on leverage is negative. All of these coefficients are highly statistically significant. The pseudo- $R^{2}$ value of this model is .08 . To save space, these results are not shown in a table.

Finally, we examine whether the selection bias caused by a private securities firm's disclosure choice (and, consequently, the availability of data on IB revenue percentage and commission revenue percentage) affects our main results in Table 3. While there is no Heckman selectivity correction for the ordered probit model, there is one for the regular probit model. So we define a binary variable to

Table A1
Summary Statistics for Disclosing and Nondisclosing Private Securities Firms

| Variable | Mean |  |  | Median |  |  | Sample Size |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $P$-Value of $t$-Test |  |  | $p$-Value of Rank Sum Test |  |  |
|  | Disclosers | Nondisclosers |  | Disclosers | Nondisclosers |  | Disclosers | Nondisclosers |
| Recommendation level: |  |  |  |  |  |  |  |  |
| Level | 3.902 | 3.810 | <. 001 | 4 | 4 | <. 001 | 62,417 | 181,068 |
| Level minus median level | . 036 | . 010 | <. 001 | 0 | 0 | <. 001 | 62,417 | 181,068 |
| Firm size: |  |  |  |  |  |  |  |  |
| Total assets (\$ millions) | 383.37 | 1,863.52 | <. 001 | 4.05 | 28.43 | <. 001 | 365 | 615 |
| Book equity (\$ millions) | 26.40 | 68.98 | <. 001 | 1.97 | 10.56 | <. 001 | 365 | 615 |
| Financial leverage: |  |  |  |  |  |  |  |  |
| Long-term debt to total assets | . 0539 | . 0653 | . 253 | 0 | . 002 | . 004 | 365 | 615 |
| Total debt to total assets | . 0685 | . 1823 | . 295 | 0 | . 018 | <. 001 | 365 | 615 |
| Liquidity: cash and equivalents to total assets | . 2392 | . 1816 | . 001 | . 101 | . 052 | . 0001 | 365 | 615 |
| 2-Year growth rate | . 0849 | . 0697 | . 440 | . 052 | . 020 | . 099 | 246 | 541 |

Note. Disclosers are brokers that publicly disclose their income statements, while nondisclosers are brokers that do not disclose them. The statistics for recommendatio level are computed from individual analysts' recommendation levels at the end of each quarter in the sample. The median recommendation level is computed at the end of each quarter and is based on all analysts recommending a stock. The statistics for broker characteristics are computed across broker years. The firm size statistics are inflation adjusted (with Consumer Price Index numbers and with 2003 as the base year). The 2 -year growth rate is (Total assets ${ }_{t} /$ Total assets $\left._{t-2}\right)^{1 / 2}-1$
measure an optimistic recommendation that equals one if an analyst's recommendation level on a stock exceeds the consensus level and equals zero otherwise. We then replace the dependent variable in the regression in Section 4 with this optimistic recommendation dummy. Using the subsample of private securities firms, we estimate the resulting equation in two ways: (a) with a regular probit model and (b) with a Heckman selectivity-corrected probit model, where we use the equation described in the second paragraph of this Appendix as the selection equation. When we use approach $b$, the coefficient of the selection term (that is, the inverse Mills ratio) is statistically significant in the second-stage probit regression. What is more important for our purposes is that the sign, magnitude, and statistical significance of our main explanatory variables, the IB revenue percentage and the commission revenue percentage, are similar in the regular probit and the Heckman-corrected probit regressions. These results do not support the idea that our main findings are driven by the selection bias caused by a private securities firm's decision to disclose its revenue breakdown. To save space, these results are not shown in a table.
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> Aquarion Water Company of New Hampshire, Inc.
> Mr. Parcell's Corrected Common Equity Cost Rate Using the Discounted Cash Flow Model and Security Analysts' Forecasts of Earnings Per Share Growth

| Mr. Parcell's Value Line Water Group | Average Dividend Yield (1) | $\begin{aligned} & \text { Est'd '09-'11 } \\ & \text { to '15-'17 } \end{aligned}$ <br> Growth Rates <br> (2) | First Call EPS Growth (3) | Average <br> Projected <br> Five Year Growth in EPS (4) | Adjusted <br> Dividend <br> Yield (5) | Indicated Common Equity Cost Rate (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| American States Water Co. | 3.20 \% | 5.50 \% | 4.00 \% | 4.75 \% | 3.28 \% | 8.03 \% |
| American Water Works | 2.70 | 8.00 | 8.50 | 8.25 | 2.81 | 11.06 |
| Aqua America, Inc. | 2.80 | 7.00 | 7.30 | 7.15 | 2.90 | 10.05 |
| Artesian Resources Corp. | 3.70 | NA | 4.00 | 4.00 | 3.77 | 7.77 |
| California Water Service Group | 3.50 | 6.00 | 5.00 | 5.50 | 3.60 | 9.10 |
| Connecticut Water Service, Inc. | 3.20 | NA | 6.10 | 6.10 | 3.30 | 9.40 |
| Middlesex Water | 4.10 | 7.00 | 2.70 | 7.00 | 4.24 | 11.24 |
| SJW Corporation | 2.90 | 6.50 | 14.00 | 10.25 | 3.05 | 13.30 |
| York Water Company | 3.10 | NA | 4.90 | 4.90 | 3.18 | 8.08 |
| Average |  |  |  |  |  | 9.78 \% |
| Median |  |  |  |  |  | 9.40 \% |
|  |  | Indicated Range of DCF Derived Cost Rate (7) |  |  |  | 9.59\%-9.78\% |
|  |  | Midpoint |  |  |  | 9.69\% |

NA= Not Available

Notes:
(1) From Schedule 6, page 1 of Exhibit__(DCP-1).
(2) From Schedule 6, page 3 of Exhibit__(DCP-1).
(3) From Schedule 6, page 4 of Exhibit__(DCP-1).
(4) Average of columns 2 and 3.
(5) This reflects a growth rate component equal to one-half the conclusion of growth rate (from column 5) x column 1 to reflect the periodic payment of dividends (Gordon Model) as opposed to the continuous payment. Thus, for American States Water Co. , $3.20 \% \times(1+(1 / 2 \times 4.75 \%))=3.28 \%$.
(6) Column $5+$ column 6.
(7) Focusing on the upper portion of the broad DCF range, consistent with Mr. Parcell's analysis, is noted on lines $15-17$ of page 19 of his direct testimony.

Aquarion Water Company of New Hampshire, Inc.
R-Squared or Correlation Coefficient for Mr. Parcell's Value Line Water Group

| Mr. Parcell's Value Line Water Group | Value Line Adjusted Beta | Unadjusted Beta | R-Squared |
| :---: | :---: | :---: | :---: |
| American States Water Co. | 0.70 | 0.53 | 0.1825 |
| American Water Works | 0.65 | 0.45 | 0.1801 |
| Aqua America, Inc. | 0.65 | 0.40 | 0.1849 |
| Artesian Resources Corp. | 0.55 | 0.29 | 0.1152 |
| California Water Service Group | 0.65 | 0.46 | 0.1600 |
| Connecticut Water Service, Inc. | 0.75 | 0.55 | 0.2602 |
| Middlesex Water Company | 0.70 | 0.52 | 0.2653 |
| SJW Corporation | 0.85 | 0.76 | 0.2509 |
| York Water Company | 0.65 | 0.44 | 0.1610 |
| Average | 0.68 | 0.49 | 0.1956 |

Source of Information:
Value Line, Inc. December 15, 2012
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## Criteria | Corporates | General:

## Criteria Methodology: Business Risk/Financial Risk Matrix Expanded

(Editor's Note: In the previous version of this article published on May 26, certain of the rating outcomes in the table 1 matrix were missated. A corrected version follows.)

Standard \& Poor's Ratings Services is refining its methodology for corporate ratings related to its business risk/financial risk matrix, which we published as part of 2008 Corporate Ratings Criteria on April 15, 2008, on RatingsDirect at www.ratingsdirect.com and Standard \& Poor's Web site at www.standardandpoors.com.

This article amends and supersedes the criteria as published in Corporate Ratings Criteria, page 21, and the articles listed in the "Related Articles" section at the end of this report.

This article is part of a broad series of measures announced last year to enhance our governance, analytics, dissemination of information, and investor education initiatives. These initiatives are aimed at augmenting our independence, strengthening the rating process, and increasing our transparency to better serve the global markets.

We introduced the business risk/financial risk matrix four years ago. The relationships depicted in the matrix represent an essential element of our corporate analytical methodology.

We are now expanding the matrix, by adding one category to both business and financial risks (see table 1). As a result, the matrix allows for greater differentiation regarding companies rated lower than investment grade (i.e., 'BB' and below).

Table 1
Busness And Financal hisk Profile Matrix

## Business Risk Profile

Financial Risk Profile

|  |  | Minimal | Modest | Intermediate | Significant | Aggressive |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | Highly Leveraged 9.

The rating outcomes refer to issuer credit ratings. The ratings indicated in each cell of the matrix are the midpoints of a range of likely rating possibilities. This range would ordinarily span one notch above and below the indicated rating.

## Business Risk/Financial Risk Framework

Our corporate analytical methodology organizes the analytical process according to a common framework, and it divides the task into several categories so that all salient issues are considered. The first categories involve fundamental business analysis; the financial analysis categories follow.

Our ratings analysis starts with the assessment of the business and competitive profile of the company. Two companies with identical financial metrics can be rated very differently, to the extent that their business challenges and prospects differ. The categories underlying our business and financial risk assessments are:

## Business risk

- Country risk
- Industry risk
- Competitive position
- Profitability/Peer group comparisons


## Financial risk

- Accounting
- Financial governance and policies/risk tolerance
- Cash flow adequacy
- Capital structure/asset protection
- Liquidity/short-term factors

We do not have any predetermined weights for these categories. The significance of specific factors varies from situation to situation.

## Updated Matrix

We developed the matrix to make explicit the rating outcomes that are typical for various business risk/financial risk combinations. It illustrates the relationship of business and financial risk profiles to the issuer credit rating.

We tend to weight business risk slightly more than financial risk when differentiating among investment-grade ratings. Conversely, we place slightly more weight on financial risk for speculative-grade issuers (see table 1, again). There also is a subtle compounding effect when both business risk and financial risk are aligned at extremes (i.e., excellent/minimal and vulnerable/highly leveraged.)

The new, more granular version of the matrix represents a refinement--not any change in rating criteria or standards--and, consequently, holds no implications for any changes to existing ratings. However, the expanded matrix should enhance the transparency of the analytical process.

## Financial Benchmarks

Table 2
Financial Risk Indicative Ratios (Corporates)

|  | FFO/Debt (\%) | Debt/EBITDA (x) | Debt/Capital (\%) |
| :--- | :--- | :--- | :--- |
| Minimal | greater than 60 | less than 1.5 | less than 25 |
| Modest | $45-60$ | $1.5-2$ | $25-35$ |
| Intermediate | $30-45$ | $2-3$ | $35-45$ |
| Significant | $20-30$ | $3-4$ | $45-50$ |
| Aggressive | $12-20$ | $4-5$ | $50-60$ |
| Highly Leveraged | less than 12 | greater than 5 | greater than 60 |

## How To Use The Matrix--And Its Limitations

The rating matrix indicative outcomes are what we typically observe--but are not meant to be precise indications or guarantees of future rating opinions. Positive and negative nuances in our analysis may lead to a notch higher or lower than the outcomes indicated in the various cells of the matrix.

In certain situations there may be specific, overarching risks that are outside the standard framework, e.g., a liquidity crisis, major litigation, or large acquisition. This often is the case regarding credits at the lowest end of the credit spectrum-i.e., the ' CCC ' category and lower. These ratings, by definition, reflect some impending crisis or acute vulnerability, and the balanced approach that underlies the matrix framework just does not lend itself to such situations.

Similarly, some matrix cells are blank because the underlying combinations are highly unusual--and presumably would involve complicated factors and analysis.

The following hypothetical example illustrates how the tables can be used to better understand our rating process (see tables 1 and 2).

We believe that Company ABC has a satisfactory business risk profile, typical of a low investment-grade industrial issuer. If we believed its financial risk were intermediate, the expected rating outcome should be within one notch of 'BBB'. ABC's ratios of cash flow to debt ( $35 \%$ ) and debt leverage (total debt to EBITDA of 2.5 x ) are indeed characteristic of intermediate financial risk.

It might be possible for Company $A B C$ to be upgraded to the ' $A$ ' category by, for example, reducing its debt burden to the point that financial risk is viewed as minimal. Funds from operations (FFO) to debt of more than $60 \%$ and debt to EBITDA of only 1.5 x would, in most cases, indicate minimal.

Conversely, ABC may choose to become more financially aggressive--perhaps it decides to reward shareholders by borrowing to repurchase its stock. It is possible that the company may fall into the ' BB ' category if we view its financial risk as significant. FFO to debt of $20 \%$ and debt to EBITDA $4 x$ would, in our view, typify the significant financial risk category.

Still, it is essential to realize that the financial benchmarks are guidelines, neither gospel nor guarantees. They can vary in nonstandard cases: For example, if a company's financial measures exhibit very little volatility, benchmarks may be somewhat more relaxed.

Moreover, our assessment of financial risk is not as simplistic as looking at a few ratios. It encompasses:

- a view of accounting and disclosure practices;
- a view of corporate governance, financial policies, and risk tolerance;
- the degree of capital intensity, flexibility regarding capital expenditures and other cash needs, including acquisitions and shareholder distributions; and
- various aspects of liquidity--including the risk of refinancing near-term maturities.

The matrix addresses a company's standalone credit profile, and does not take account of external influences, which would pertain in the case of government-related entities or subsidiaries that in our view may benefit or suffer from affiliation with a stronger or weaker group. The matrix refers only to local-currency ratings, rather than foreign-currency ratings, which incorporate additional transfer and convertibility risks. Finally, the matrix does not apply to project finance or corporate securitizations.

## Related Articles

Industrials' Business Risk/Financial Risk Matrix--A Fundamental Perspective On Corporate Ratings, published April 7, 2005, on RatingsDirect.
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## Large Company Stock Returns

## From 1926 to 2011



## Source of Information:

Ibbotson ${ }^{\circledR}$ SBBI® - 2012 Valuation Yearbook - Market Results for Stocks Bonds Bills and Inflation - 19262010, Morningstar, Inc., 2012 Chicago, IL.

## Total Returns on Large Company Stocks 1926 to 2011



Source : Ibbotson ${ }^{\circledR}$ SBBI ${ }^{\circledR}$ - 2012 Valuation Yearbook - Market Results for Stocks, Bonds, Bills, and Inflation-1926-2011, p. 181
Morningstar, Inc., 2012 Chicago, IL

# Total Returns on Large Company Stocks 1926 to 2011 

## Large Company Stocks

|  | 2011 |  |  |  |  |  |  |  | 1926 |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $-50 \%$ | $-40 \%$ | $-30 \%$ | $-20 \%$ | $-10 \%$ | $0 \%$ | $10 \%$ | $20 \%$ | $30 \%$ | $40 \%$ | $50 \%$ | $60 \%$ |

$$
\text { Geometric Mean: } \quad \mathrm{r}_{G}=\left[\mathrm{V}_{n} / \mathrm{V}_{0}^{1}\right]^{n}-1
$$

Source: Ibbotson® SBBI ${ }^{\circledR}$ - 2012 Valuation Yearbook - Market Results for Stocks, Bonds, Bills, and Inflation -1926-2011, pp. 180-181 Morningstar, Inc., 2012 Chicago, IL
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## Chapter 5

The Equity Risk Premium

The expected equity risk premium can be defined as the additional return an investor expects to receive to compensate for the additional risk associated with investing in equities as opposed to investing in riskless assets. It is an essential component in several cost of equity estimation models, including the buildup method, the capital asset pricing model (CAPM), and the Fama-French three factor model. It is important to note that the expected equity risk premium, as it is used in discount rates and cost of capital analysis, is a forward-looking concept. That is, the equity risk premium that is used in the discount rate should be reflective of what investors think the risk premium will be going forward.

Unfortunately, the expected equity risk premium is unobservable in the market and therefore must be estimated. Typically, this estimation is arrived at through the use of historical data. The historical equity risk premium can be calculated by subtracting the long-term average of the income return on the riskless asset (Treasuries) from the long-term average stock market return (measured over the same period as that of the riskless asset). In using a historical measure of the equity risk premium, one assumes that what has happened in the past is representative of what might be expected in the future. In other words, the assumption one makes when using historical data to measure the expected equity risk premium is that the relationship between the returns of the risky asset (equities) and the riskless asset (Treasuries) is stable. The stability of this relationship will be examined later in this chapter.

Since the expected equity risk premium must be estimated, there is much controversy regarding how the estimation should be conducted. A variety of different approaches to calculating the equity risk premium have been utilized over the years. Such studies can be categorized into four groups based on the approaches they have taken. The first group of studies tries to derive the equity risk premium from historical returns between stocks and bonds as was mentioned above. The second group, embracing a supply side model,
uses fundamental information such as earnings, dividends, or overall economic productivity to measure the expected equity risk premium. A third group adopts demand side models that derive the expected returns of equities through the payoff demanded by investors for bearing the risk of equity investments. ${ }^{1}$ The opinions of financial professionals through broad surveys are relied upon by the fourth and final group.

The range of equity risk premium estimates used in practice is surprisingly large. Using a low equity risk premium estimate as opposed to a high estimate can have a significant impact on the estimated value of a stream of cash flows. This chapter addresses many of the controversies surrounding estimation of the equity risk premium and focuses primarily on the historical calculation but also discusses the supply side model.

## Calculating the Historical Equity Risk Premium

In measuring the historical equity risk premium one must make a number of decisions that can impact the resulting figure; some decisions have a greater impact than others. These decisions include selecting the stock market benchmark, the risk-free asset, either an arithmetic or a geometric average, and the time period for measurement. Each of these factors has an impact on the resulting equity risk premium estimate.

## The Stock Market Benchmark

The stock market benchmark chosen should be a broad index that reflects the behavior of the market as a whole. Two examples of commonly used indexes are the S\&P $500^{\circ}$ and the New York Stock Exchange Composite Index. Although the Dow Jones Industrial Average is a popular index, it would be inappropriate for calculating the equity risk premium because it is too narrow.

We use the total return of our large company stock index (currently represented by the S\&P 500) as our market benchmark when calculating the equity risk premium. The S\&P 500 was selected as the appropriate market benchmark because it is representative of a large sample of companies across a large number of industries. As of December 31, 1993, 88 separate industry groups were included in the index, and the industry composition of the index has not changed since. The S\&P 500 is also one of
the most widely accepted market benchmarks. In short, the S\&P 500 is a good measure of the equity market as a whole. Table 5-1 illustrates the equity risk premium calculation using several different market indices and the income return on three government bonds of different horizons.

| Ie 5-1: Equity Risk Premiurn with Different Market Indi |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Equity Risk Premia |  |  |
|  | LongHorizon (\%) | IntermediateHorizon (\%) | ShortHorizon (\%) |
| S\&P500 | 6.62 | 7.15 | B. 15 |
| Total Value-Weighted NYSE | 6.41 | 6.94 | 7.94 |
| NYSE Deciles 1-2 | 5.89 | 6.42 | 7.42 |

Data from 1926-2011.
The equity risk premium is calculated by subtracting the arithmetic mean of the government bond income return from the arithmetic mean of the stock market total return. Table 5-2 demonstrates this calculation for the long-horizon equity risk premium.

| Table 5-2: Long-Horizon Equity Risk Premium Calculation |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Arithmetic Mean |  |  |
| Long-Horizon | Market Total Retum ${ }^{(\%)}$ | Risk-Free Rate (\%) | Equity Risk <br> Premium (\%) |
| S\&P 500 | 11.77 | - 5.15 | $=6.62$ |
| Total Value-Weighted NYSE | 11.56 | - 5.15 | $=6.41$ |
| NYSE Deciles 1-2 | 11.04 | - 5.15 | $=5.89$ |

Data from 1926-2011.
Data for the New York Stock Exchange is obtained from Morningstar and the Center for Research in Security Prices (CRSP) at the University of Chicago's Graduate School of Business. The "Total" series is a capitalization-weighted index and includes all stocks traded on the New York Stock Exchange except closed-end mutual funds, real estate investment trusts, foreign stocks, and Americus Trusts. Capitalization-weighted means that the weight of each stock in the index, for a given month, is proportionate to its market capitalization (price times number of shares outstanding) at the beginning of that month. The "Decile $1-2^{\prime \prime}$ series includes all stocks with capitalizations that rank within the upper 20 percent of companies traded on the New York Stock Exchange, and it is therefore a largecapitalization index. For more information on the Center for Research in Security Pricing data methodology, see Chapter 7.

The resulting equity risk premia vary somewhat depending on the market index chosen. It is expected that using the "Total" series will result in a higher equity risk premium than using the "Decile 1-2" series, since the "Decile 1-2" series is a large-capitalization series. As of September 30, 2011, deciles $1-2$ of the New York Stock Exchange contained the largest 280 companies traded on the exchange. The "Total" series includes smaller companies that have had historically higher returns, resulting in a higher equity risk premium.

The higher equity risk premium arrived at by using the $S \& P$ 500 as a market benchmark is more difficult to explain. One possible explanation is that the S\&P 500 is not restricted to the largest 500 companies; other considerations such as industry composition are taken into account when determining if a company should be included in the index. Some smaller stocks are thus included, which may result in the higher equity risk premium of the index. Another possible explanation would be what is termed the "S\&P inclusion effect." It is thought that simply being included among the stocks listed on the S\&P 500 augments a company's returns. This is due to the large quantity of institutional funds that flow into companies that are listed in the index.

Comparing the S\&P 500 total returns to those of another large-capitalization stock index may help evaluate the potential impact of the "S\&P inclusion effect." Prior to March 1957, the S\&P index that is used throughout this publication consisted of 90 of the largest stocks. The index composition was then changed to include 500 large-capitalization stocks that, as stated earlier, are not necessarily the 500 largest. Deciles $1-2$ of the NYSE contained just over 200 of the largest companies, ranked by market capitalization, in March of 1957. The number of companies included in the deciles of the NYSE fluctuates from quarter to quarter, and by September of 2011, deciles $1-2$ contained 280 companies. Though one cannot draw a causal relationship between the change in construction and the correlation of these two indices, this analysis does indicate that the "S\&P inclusion effect" does not appear to be very significant in recent periods.

Another possible explanation could be differences in how survivorship is treated when calculating returns. The Center for Research in Security Prices includes the return for a company in the average decile return for the period following the company's removal from the decile,
whether caused by a shift to a different decile portfolio, bankruptcy, or other such reason. On the other hand, the S\&P 500 does not make this adjustment. Once a company is nolonger included among the $\mathrm{S} \& \mathrm{P} 500$, its return is dropped from the index. However, this effect may be lessened by the advance announcement of companies being dropped from or added to the S\&P 500. In many instances throughout this publication we will present equity risk premia using both the S\&P 500 and the NYSE "Deciles 1-2" portfolio to provide a comparison between these largecapitalization benchmarks.

## The Market Benchmark and Firm Size

Although not restricted to include only the 500 largest companies, the S\&P 500 is considered a large company index. The returns of the S\&P 500 are capitalization weighted, which means that the weight of each stock in the index, for a given month, is proportionate to its market capitalization (price times number of shares outstanding) at the beginning of that month. The larger companies in the index therefore receive the majority of the weight. The use of the NYSE "Deciles 1-2" series results in an even purer large company index. Yet many valuation professionals are faced with valuing small companies, which historically have had different risk and return characteristics than large companies. If using a large stock index to calculate the equity risk premium, an adjustment is usually needed to account for the different risk and return characteristics of small stocks. This will be discussed further in Chapter 7 on the size premium.

## The Risk-Free Asset

The equity risk premium can be calculated for a variety of time horizons when given the choice of risk-free asset to be used in the calculation. The $2012 \mathrm{lbbotson}{ }^{\oplus}$ Stocks, Bonds, Bills, and Inflation Classic Yearbook provides equity risk premia calculations for short-, intermediate-, and long-term horizons. The short-, intermediate-, and long-horizon equity risk premia are calculated using the income return from a 30 -day Treasury bill, a 5 -year Treasury bond, and a 20 -year Treasury bond, respectively.

Although the equity risk premia of several horizons are available, the long-horizon equity risk premium is preferable for use in most business-valuation settings, even if an investor has a shorter time horizon. Companies are entities that generally have no defined life span; when determining a company's value, it is important to use a
long-term discount rate because the life of the company is assumed to be infinite. For this reason, it is appropriate in most cases to use the long-horizon equity risk premium for business valuation.

## 20-Year versus 30-Year Treasuries

Our methodology for estimating the long-horizon equity risk premium makes use of the income return on a 20 -year Treasury bond; however, the Treasury currently does not issue a 20 -year bond. The 30 -year bond that the Treasury recently began issuing again is theoretically more correct due to the long-term nature of business valuation, yet Ibbotson Associates instead creates a series of returns using bonds on the market with approximately 20 years to maturity. The reason for the use of a 20 -year maturity bond is that 30 -year Treasury securities have only been issued over the relatively recent past, starting in February of 1977, and were not issued at all through the early 2000s.

The same reason exists for why we do not use the 10 -year Treasury bond-a long history of market data is not available for 10 -year bonds. We have persisted in using a 20 -year bond to keep the basis of the time series consistent.

## Income Return

Another point to keep in mind when calculating the equity risk premium is that the income return on the appropriatehorizon Treasury security, rather than the total return, is used in the calculation. The total return is comprised of three return components: the income return, the capital appreciation return, and the reinvestment return. The income return is defined as the portion of the total return that results from a periodic cash flow or, in this case, the bond coupon payment. The capital appreciation return results from the price change of a bond over a specific period. Bond prices generally change in reaction to unexpected fluctuations in yields. Reinvestment return is the return on a given month's investment income when reinvested into the same asset class in the subsequent months of the year. The income return is thus used in the estimation of the equity risk premium because it represents the truly riskless portion of the return. ${ }^{2}$

Yields have generally risen on the long-term bond over the 1926-2011 period, so it has experienced negative capital appreciation over much of this time. This trend has turned around since the 1980s, however. Graph 5-1 illustrates the yields on the long-term government bond series
compared to an index of the long-term government bond capital appreciation. In general, as yields rose, the capital appreciation index fell, and vice versa. Had an investor held the long-term bond to maturity, he would have realized the yield on the bond as the total return. However, in a constant maturity portfolio, such as those used to measure bond returns in this publication, bonds are sold before maturity (at a capital loss if the market yield has risen since the time of purchase). This negative return is associated with the risk of unanticipated yield changes.

Graph 5-1: Long-term Government Bond Yields versus Capital Appreciation Index


Data from 1925-2011.
For example, if bond yields rise unexpectedly, investors can receive a higher coupon payment from a newly issued bond than from the purchase of an outstanding bond with the former lower-coupon payment. The outstanding lower-coupon bond will thus fail to attract buyers, and its price will decrease, causing its yield to increase correspondingly, as its coupon payment remains the same. The newly priced outstanding bond will subsequently attract purchasers who will benefit from the shift in price and yield; however, those investors who already held the bond will suffer a capital loss due to the fall in price.

Anticipated changes in yields are assessed by the market and figured into the price of a bond. Future changes in yields that are not anticipated will cause the price of the bond to adjust accordingly. Price changes in bonds due to unanticipated changes in yields introduce price risk into the total return. Therefore, the total return on the bond series does not represent the riskless rate of return. The income return better represents the unbiased estimate of the purely riskless rate of return, since an investor can hold a bond to maturity and be entitled to the income return with no capital loss.

## Arithmetic versus Geometric Means

The equity risk premium data presented in this book are arithmetic average risk premia as opposed to geometric average risk premia. The arithmetic average equity risk premium can be demonstrated to be most appropriate when discounting future cash flows. For use as the expected equity risk premium in either the CAPM or the building block approach, the arithmetic mean or the simple difference of the arithmetic means of stock market returns and riskless rates is the relevant number. This is because both the CAPM and the building block approach are additive models, in which the cost of capital is the sum of its parts. The geometric average is more appropriate for reporting past performance, since it represents the compound average return.

The argument for using the arithmetic average is quite straightforward. In looking at projected cash flows, the equity risk premium that should be employed is the equity risk premium that is expected to actually be incurred over the future time periods. Graph 5-2 shows the realized equity risk premium for each year based on the returns of the S\&P 500 and the income return on long-term government bonds. (The actual, observed difference between the return on the stock market and the riskless rate is known as the realized equity risk premium.) There is considerable volatility in the year-by-year statistics. At times the realized equity risk premium is even negative.

Graph 5-2: Realized Equity Risk Premium Per Year


Year-end
Data from 1926-2011.

To illustrate how the arithmetic mean is more appropriate than the geometric mean in discounting cash flows, suppose the expected return on a stock is 10 percent per year with a standard deviation of 20 percent. Also assume that only two outcomes are possible each year: +30 percent and -10 percent (i.e., the mean plus or minus one standard deviation). The probability of occurrence for each outcome is equal. The growth of wealth over a two-year period is illustrated in Graph 5-3.

Graph 5-3: Growth of Wealth Example


The most common outcome of $\$ 1.17$ is given by the geometric mean of 8.2 percent. Compounding the possible outcomes as follows derives the geometric mean:

$$
[(1+0.30) \times(1-0.10)]^{1 / 2}-1=0.082
$$

## However, the expected value is predicted by compounding

 the arithmetic, not the geometric, mean. To illustrate this, we need to look at the probability-weighted average of all possible outcomes:| $(0.25 \times \$ 1.69)=\$ 0.4225$ |
| ---: |
| $+(0.50 \times \$ 1.17)=\$ 0.5850$ |
| $+(0.25 \times \$ 0.81)=\$ 0.2025$ |
| Total $\quad \$ 1.2100$ |

Therefore, $\$ 1.21$ is the probability-weighted expected value. The rate that must be compounded to achieve the terminal value of $\$ 1.21$ after 2 years is 10 percent, the arithmetic mean:
$\$ 1 \times(1+0.10)^{2}=\$ 1.21$

The geometric mean, when compounded, results in the median of the distribution:

$$
\$ 1 \times(1+0.082)^{2}=\$ 1.17
$$

The arithmetic mean equates the expected future value with the present value; it is therefore the appropriate discount rate.

## Appropriate Historical Time Period

The equity risk premium can be estimated using any historical time period. For the U.S., market data exists at least as far back as the late 1800s. Therefore, it is possible to estimate the equity risk premium using data that covers roughly the past 100 years.

Our equity risk premium covers the time period from 1926 to the present. The original data source for the time series comprising the equity risk premium is the Center for Research in Security Prices. CRSP chose to begin their analysis of market returns with 1926 for two main reasons. CRSP determined that the time period around 1926 was
approximately when quality financial data became available. They also made a conscious effort to include the period of extreme market volatility from the late twenties and early thirties; 1926 was chosen because it includes one full business cycle of data before the market crash of 1929. These are the most basic reasons why our equity risk premium calculation window starts in 1926.

Implicit in using history to forecast the future is the assumption that investors' expectations for future outcomes conform to past results. This method assumes that the price of taking on risk changes only slowly, if at all, over time. This "future equals the past" assumption is most applicable to a random time-series variable. A time-series variable is random if its value in one period is independent of its value in other periods.

## Does the Equity Risk Premium Revert to lts Mean Over Time?

Some have argued that the estimate of the equity risk premium is upwardly biased since the stock market is currently priced high. In other words, since there have been several years with extraordinarily high market returns and realized equity risk premia, the expectation is that returns and realized equity risk premia will be lower in the future, bringing the average back to a normalized level. This argument relies on several studies that have tried to determine whether reversion to the mean exists in stock market prices and the equity risk premium. ${ }^{3}$ Several academics contradict each other on this topic; moreover, the evidence supporting this argument is neither conclusive nor compelling enough to make such a strong assumption.

Our own empirical evidence suggests that the yearly difference between the stock market total return and the U.S. Treasury bond income return in any particular year is random. Graph 5-2, presented earlier, illustrates the randomness of the realized equity risk premium.

A statistical measure of the randomness of a return series is its serial correlation. Serial correlation (or autocorrelation) is defined as the degree to which the return of a given series is related from period to period. A serial correlation near positive one indicates that returns are predictable from one
period to the next period and are positively related. That is, the returns of one period are a good predictor of the returns in the next period. Conversely, a serial correlation near negative one indicates that the returns in one period are inversely related to those of the next period. A serial correlation near zero indicates that the returns are random or unpredictable from one period to the next. Table 5-3 contains the serial correlation of the market total returns, the realized long-horizon equity risk premium, and inflation.

## Table 5-3: Interpretation of Annual Serial Correlations

| Series | Serial <br> Conelation | Interpretation |
| :---: | :---: | :---: |
| Large Company Stock Total Returns | 0.02 | Random |
| Equity Risk Premium | 0.02 | Random |
| Inflation Rates | 0.64 | Trend |

Data from 1926-2011.
The significance of this evidence is that the realized equity risk premium next year will not be dependent on the realized equity risk premium from this year. That is, there is no discernable pattern in the realized equity risk premium--it is virtually impossible to forecast next year's realized risk premium based on the premium of the previous year. For example, if this year's difference between the riskless rate and the return on the stock market is higher than last year's, that does not imply that next year's will be higher than this year's. It is as likely to be higher as it is lower. The best estimate of the expected value of a variable that has behaved randomly in the past is the average (or arithmetic mean) of its past values.

Table 5-4 also indicates that the equity risk premium varies considerably by decade. The complete decades ranged from a high of 17.9 percent in the 1950s to a low of -3.7 percent in the 2000s. This look at historical equity risk premium reveals no observable pattern.

Table 5-4: Long-Horizon Equity Risk Premium by Decade (\%)

| $1920 s^{*}$ | 1930 s | 1940 s | 1950 s | 1960 s | 1970 s | 1980 s | 1990 s | 2000 s | $02-2011$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 17.6 | 2.3 | 8.0 | 17.9 | 4.2 | 0.3 | 7.9 | 12.1 | -3.7 | 0.5 |

Data from 1926-2011.
*Based on the period 1926-1929.

Finnerty and Leistikow perform more econometrically sophisticated tests of mean reversion in the equity risk premium. Their tests demonstrate that-as we suspected from our simpler tests-the equity risk premium that was realized over 1926 to the present was almost perfectly free of mean reversion and had no statistically identifiable time trends. ${ }^{4}$ Lo and MacKinlay conclude, "the rejection of the random walk for weekly returns does not support a meanreverting model of asset prices."

## Choosing an Appropriate Historical Period

The estimate of the equity risk premium depends on the length of the data series studied. A proper estimate of the equity risk premium requires a data series long enough to give a reliable average without being unduly influenced by very good and very poor short-term returns. When calculated using a long data series, the historical equity risk premium is relatively stable. ${ }^{5}$ Furthermore, because an average of the realized equity risk premium is quite volatile when calculated using a short history, using a long series makes it less likely that the analyst can justify any number he or she wants. The magnitude of how shorter periods can affect the result will be explored later in this chapter.

Some analysts estimate the expected equity risk premium using a shorter, more recent time period on the basis that recent events are more likely to be repeated in the near future; furthermore, they believe that the 1920s, 1930s, and 1940s contain too many unusual events. This view is suspect because all periods contain "unusual" events. Some of the most unusual events of the last hundred years took place quite recently, including the inflation of the late 1970s and early 1980s, the October 1987 stock market crash, the collapse of the high-yield bond market, the major contraction and consolidation of the thrift industry, the collapse of the Soviet Union, the development of the European Economic Community, the attacks of September 11, 2001 and the more recent liquidity crisis of 2008 and 2009.

It is even difficult for economists to predict the economic environment of the future. For example, if one were analyzing the stock market in 1987 before the crash, it would be statistically improbable to predict the impending shortterm volatility without considering the stock market crash and market volatility of the 1929-1931 period.

Without an appreciation of the 1920 s and 1930s, no one would believe that such events could happen. The 86 -year period starting with 1926 is representative of what can happen: it includes high and low returns, volatile and quiet markets, war and peace, inflation and deflation, and prosperity and depression. Restricting attention to a shorter historical period underestimates the amount of change that could occur in a long future period. Finally, because historical event-types (not specific events) tend to repeat themselves, long-run capital market return studies can reveal a great deal about the future. Investors probably expect "unusual" events to occur from time to time, and their return expectations reflect this.

## A Look at the Historical Results

It is interesting to take a look at the realized returns and realized equity risk premium in the context of the above discussion. Table $5-5$ shows the average stock market return and the average (arithmetic mean) realized long-horizon equity risk premium over various historical time periods. Similarly, Graph $5-5$ shows the average (arithmetic mean) realized equity risk premium calculated through 2011 for different ending dates. The table and the graph both show that using a longer historical period provides a more stable estimate of the equity risk premium. The reason is that any unique period will not be weighted heavily in an average covering a longer historical period. It better represents the probability of these unique events occurring over a long period of time.

Table 5-5: Stock Market Return and Equity Risk Premium Dver Time

|  |  | Large Company |  |
| :---: | :---: | :---: | :---: |
|  |  | Stock Arithmetic | Long-Horizon |
| Length | Period | Mean Total | Equity Risk |
| (Yrs.) | Dates | Hetum (\%) | Premium (\%) |
| 86 | 1926-2011 | 11.8 | 6.6 |
| 80 | 1932-2011 | 12.5 | 7.2 |
| 70 | 1942-2011 | 12.8 | 7.2 |
| 60 | 1952-2011 | 11.9 | 5.7 |
| 50 | 1962-2011 | 10.7 | 3.9 |
| 40 | 1972-2011 | 11.5 | 4.2 |
| 30 | 1982-2011 | 12.5 | 5.5 |
| 20 | 1992-2011 | 9.6 | 4.1 |
| 15 | 1997-2011 | 7.5 | 2.4 |
| 10 | 2002-2011 | 5.0 | 0.5 |
| 5 | 2007-2011 | 2.4 | -1.7 |

Data from 1926-2011.


Looking carefully at Graph $5-4$ will clarify this point. The graph shows the realized equity risk premium for a series of time periods through 2011, starting with 1926. In other words, the first value on the graph represents the average realized equity risk premium over the period 1926-2011. The next value on the graph represents the average realized equity risk premium over the period 1927-2011, and so on, with the last value representing the average over the most recent five years, 2006-2011. Concentrating on the left side of Graph 5-5, one notices that the realized equity risk premium, when measured over long periods of time, is relatively stable. In viewing the graph from left to right, moving from longer to shorter historical periods, one sees that the value of the realized equity risk premium begins to decline significantly. Why does this occur? The reason is that the severe bear market of 1973-1974 is receiving proportionately more weight in the shorter, more recent average. If you continue to follow the line to the right, however, you will also notice that when 1973 and 1974 fall out of the recent average, the realized equity risk premium jumps up by nearly 1.2 percent.

Additionally, use of recent historical periods for estimation purposes can lead to illogical conclusions. As seen in Table 5-5, the bear market in the early 2000's and in 2008 has caused the realized equity risk premium in the shorter historical periods to be lower than the long-term average.

The impact of adding one additional year of data to a historical average is lessened the greater the initial time period of measurement. Short-term averages can be affected considerably by one or more unique observations. On the other hand, long-term averages produce more stable results. A series of graphs looking at the realized equity risk premium will illustrate this effect. Graph $5-5$ shows the average (arithmetic mean) realized long-horizon equity risk premium starting in 1926. Each additional point on the graph represents the addition of another year to the average. Although the graph is extremely volatile in the beginning periods, the stability of the long-term average is quite remarkable. Again, the "unique" periods of time will not be weighted heavily in a long-term average, resulting in a more stable estimate.

Graph 5-5: Equity Risk Premium Using Different Ending Dates


Data from 1926-2011.


Some practitioners argue for a shorter historical time period, such as 30 years, as a basis for the equity risk premium estimation. The logic for the use of a shorter period is that historical events and economic scenarios present before this time are unlikely to be repeated. Graph 5-6 shows the equity risk premium measured over 30 -year periods, and it appears from the graph that the premium has been trending downwards. The 30 -year equity risk premium remained close to 4 percent for several years in the 1980s and 1990s. However, it has fallen and then risen in the most recent 30 -year periods.

The key to understanding this result lies again in the years 1973 and 1974. The oil embargo during this period had a tremendous effect on the market. The equity risk premium for these years alone was -21 and -34 percent, respectively. Periods that include the years 1973 and 1974 result in an average equity risk premium as low as 3.1 percent. In the most recent 30 -year periods that excludes 1973 and 1974, the average rises to over 6 percent. The 2000s have also had an enormous effect on the equity risk premium.

It is difficult to justify such a large divergence in estimates of return over such a short period of time. This does not suggest, however, that the years 1973 and 1974 should be excluded from any estimate of the equity risk premium; rather, it ernphasizes the importance of using a long historical period when measuring the equity risk premium in order to obtain a reliable average that is not
overly influenced by short-term returns. The same holds true when analyzing the poor performance of the early 2000 s and 2008.

## Does tha Equity Risk Premium Represent Minority or Controlling Interest?

There is quite a bit of confusion among valuation practitioners regarding the use of publicly traded company data to derive the equity risk premium. Is a minority discount implicit in this data? Recall that the equity risk premium is typically derived from the returns of a market index: the S\&P 500, the New York Stock Exchange (NYSE), or the NYSE Deciles $1-2$. (The size premia that are covered in Chapter 7 are derived from the returns of companies traded on the NYSE, in addition to those on the NYSE Amex and NASDAO). Both the S\&P 500 and the NYSE include a preponderance of companies that are minority held. Does this imply that an equity risk premium (or size premium) derived from these data represents a minority interest premium? This is a critical issue that must be addressed by the valuation professional, since applying a minority discount or a control premium can have a material impact on the ultimate value derived in an appraisal.

Since most companies in the S\&P 500 and the NYSE are minority held, some assume that the risk premia derived from these return data represent minority returns and therefore have a minority discount implicit within them. However, this assumption is not correct. The returns that are generated by the S\&P 500 and the NYSE represent returns to equity holders. While most of these companies are minority held, there is no evidence that higher rates of return could be earned if these companies were suddenly acquired by majority shareholders. The equity risk premium represents expected premiums that holders of securities of a similar nature can expect to achieve on average into the future. There is no distinction between minority owners and controlling owners.

The discount rate is meant to represent the underlying risk of being in a particular industry or line of business. There are instances when a majority shareholder can acquire a company and improve the cash flows generated by that company. However, this does not necessarily have an impact on the general risk level of the cash flows generated by the company.

When performing discounted cash flow analysis, adjustments for minority or controlling interest value may be more suitably made to the projected cash flows than to the discount rate. Adjusting the expected future cash flows better measures the potential impact a controlling party may have while not overstating or understating the actual risk associated with a particular line of business.

Appraisers need to note the distinction between a publicly traded value and a minority interest value. Most public companies have no majority or controlling owner. There is thus no distinction between owners in this setting. One cannot assume that publicly held companies with no controlling owner have the same characteristics as privately held companies with both a controlling interest owner and a minority interest owner.

## Oher Equity Risk Preminalssues

There are a number of other issues that are commonly brought up regarding the equity risk premium that, if correct, would reduce its size. These issues include:

## 1. Survivorship bias in the measurement of the equity risk premium

2. Utility theory models of estimating the equity risk premium
3. Reconciling the discounted cash flow approach to the equity risk premium
4. Over-valuation effects of the market
5. Changes in investor attitudes toward market conditions
6. Supply side models of estimating the equity risk premium

In this section, we will examine each of these issues.

## Survivorship

One common problem in working with financial data is properly accounting for survivorship. In working with com-pany-specific historical data, it is important for researchers to include data from companies that failed as well as companies that succeeded before drawing conclusions from elements of that data.

The same argument can be made regarding markets as a whole. The equity risk premium data outlined in this book represent data on the United States stock market. The United States has arguably been the most successful stock
market of the twentieth century. That being the case, might equity risk premium statistics based only on U.S. data overstate the returns of equities as a whole because they only focus on one successful market?

In a recent paper, Goetzmann and Jorion study this question by looking at returns from a number of world equity markets over the past century. ${ }^{\text {T }}$ The Goetzmann-Jorion paper looks at the survivorship bias from several different perspectives. They conclude that once survivorship is taken into consideration the U.S. equity risk premium is overstated by approximately 60 basis points.' The non-U.S. equity risk premium was found to contain significantly more survivorship bias.

While the survivorship bias evidence may be compelling on a worldwide basis, one can question its relevance to a purely U.S. analysis. If the entity being valued is a U.S. company, then the relevant data set should be the performance of equities in the U.S. market.

## Equity Risk Premiun Puzzle

In 1985, Mehra and Prescott published a paper that discussed the equity risk premium from a utility theory perspective. The point that Mehra and Prescott make is that under existing economic theory, economists cannot justify the magnitude of the equity risk premium. The utility theory model employed was incapable of obtaining values consistent with those observed in the market.

This is an interesting point and may be worthy of further study, but it does not do anything to prove that the equity risk premium is too high. It may, on the other hand, indicate that theoretical economic models require further refinement to adequately explain market behavior.

## Discounted Cash Flow versus Capital Asset Pricing Model

Two of the most commonly used cost of equity models are the discounted cash flow model and the capital asset pricing model. We should be able to reconcile the two models. In its basic form, the discounted cash flow model states that the expected return on equities is the dividend yield plus the expected long-term growth rate. The capital asset pricing model states that the expected return on equities is the risk-free rate plus the equity risk premium. ${ }^{8}$

For the discounted cash flow model we can obtain an estimate of the long-term growth rate for the entire economy by looking at its component parts. Real Gross Domestic Product growth has averaged approximately three percent over long periods of time. Long-term expected inflation is currently in the range of one percent. Combining these two numbers produces an expected long-term growth rate of about four percent. Dividend yields have been between two percent and three percent historically. The discounted cash flow expected equity return is thus between six percent and seven percent using these assumptions.

If we try to reconcile this expected equity return with that found using, the capital asset pricing model, we find a significant discrepancy. The yield on government bonds has been about three percent. If the two models are to reconcile, the equity risk premium must be in the three to four percent range instead of the seven to eight percent range we have observed historically.

It is not easy to explain why these two models are so difficult to reconcile. While it is possible to modify the assumptions slightly, doing so still does not produce the desired results. One explanation might be that one or both of the models are too simplistic and therefore lack the ability to resolve this inconsistency.

## Market Bubbles

Another criticism of using the historical equity risk premium is that the market is overvalued. This argument is often offered after stock prices have seen a sustained increase. The logic of the argument is that abnormally high market returns drive the historical equity risk premium higher while at the same time driving the expected equity risk premium lower. As evidence of the market being overvalued, one can look at the price/earnings multiple of the market. Graph 5-7 attempts to demonstrate the relationship between the price/earnings multiple and the subsequent period's equity risk premium. If the above argument held, one would expect to find a low equity risk premium associated with a high price/earnings multiple from the prior period. One would also expect a high equity risk premium to be associated with a low price/earnings multiple in the prior period. From the graph there does not seem to be a clear indication of the market being overvalued or undervalued with respect to the next period's realized equity risk premium.

Graph 5-7: Price-Earnings Multiple versus Subsequent Year's Realized Equity Risk Premium


There are yet other problems with this theory. First, the equity risk premium is measured over a long historical time period. Several years of strong market returns have a relatively small impact on the ultimate equity risk premium estimate. Second, we are attempting to forecast a long-term equity risk premium. Even if the market were to underperform over several consecutive time periods, this should not have a significant impact on expected long-term returns. Finally, one ratio does not necessarily tell the whole story. The price/earnings ratio shows the current stock price divided by the historical earnings per share. Stock prices should, on the other hand, incorporate expectations of future earnings growth. A high market price/earnings ratio may indicate that investors expect significant future earnings growth.

## Change in Investor Atitudes

There is no law that states that investor attitudes must remain constant over time. With the advent of $401(\mathrm{k})$ investing and the increase in education of the investing public, the market may have changed. In fact, stock returns have become less volatile over time. Graph 5-8 demonstrates a relative decline in the rolling 60-month standard deviation of both large and small stocks. (Standard deviation is a measure of the returns' volatility or risk.) This may suggest that we have moved into a new market regime in which stocks are less volatile and therefore require a lower risk premium than in the past. ${ }^{9}$

Graph 5-8: Rolling 60-Manth Standard Deviation for Large and Small Stocks

$\begin{array}{lllllllll}1930 & 1941 & 1951 & 1961 & 1971 & 1981 & 1991 & 2001 & 2011\end{array}$ 60-Month Period Ending

Data from January 1926-December 2011.

There are two arguments against this rationale. First, it could easily be argued that we have moved through a series of market regimes during the 86-year history of the equity risk premium calculation window used in this book. Given that markets and investor attitudes have changed over time and the equity risk premium has remained relatively constant, there is no reason to believe that a new market regime will have any greater or lesser impact than any other time period. "

A second argument relates to the demand for investments. If investors are more comfortable with the market and with stock investing, they will probably place more money into the market. This influx of funds will increase the demand for stocks, which will ultimately increase, not decrease, the equity risk premium.

## Supply Model

Long-term expected equity returns can be forecasted by the use of supply side models. The supply of stock market returns is generated by the productivity of the corporations in the real economy. Investors should not expect a much higher or lower return than that produced by the companies in the real economy. Thus, over the long run, equity returns should be close to the long-run supply estimate.

Roger G. Ibbotson and Peng Chen forecast the equity risk premium through a supply side model using historical data. ${ }^{10}$ They utilized an earnings model as the basis for their supply side estimate; historically, the growth in corporate earnings has been in line with the growth of overall economic productivity. The earnings model breaks historical returns into four pieces, with only three historically being supplied by companies: inflation, income return, and growth in real earnings per share. The growth in the $\mathrm{P} / \mathrm{E}$ ratio, the fourth piece, is a reflection of investors' changing prediction of future earnings growth. The past supply of corporate growth is forecasted to continue; however, a change in investors' predictions is not. P/E rose dramatically from 1980 through 2001 because people believed that corporate earnings were going to grow faster in the future. This growth of $\mathrm{P} / \mathrm{E}$ drove a small portion of the rise in equity returns over the same period.

Graph 5-9 illustrates the price-to-earnings ratio calculated using one-year and three-year average earnings from 1926 to 2011. The P/E ratio, using one-year average earnings, was 10.22 at the beginning of 1926 and ended the year 2011 at 13.99-an average increase of 0.37 percent per year. The highest P/E was 136.55 recorded in 1932, while the lowest was 7.07 recorded in 1948.

Ibbotson Associates revised the calculation of the P/E ratio from a one-year to a three-year average earnings for use in equity forecasting. This is because reported earnings are affected not only by the long-term productivity, but also by "one-time" items that do not necessarily have the same consistent impact year after year. The three-year average is more reflective of the long-term trend than the year-by-year numbers. The P/E ratio calculated using the three-year average of earnings had an increase of 0.33 percent per year.

Graph 5-9: Large Company Stocks P/E Ratio


The historical P/E growth factor using three-year earnings of 0.33 percent per year is subtracted from the forecast because it is not believed that $P / E$ will continue to increase in the future. The market serves as the cue. The current $\mathrm{P} / \mathrm{E}$ ratio is the market's best guess for the future of corporate earnings and there is no reason to believe, at this time, that the market will change its mind.

Thus, the supply of equity returns only includes inflation, the growth in real earnings per share, and income return:

$$
\begin{aligned}
& \mathrm{SR}=\left[(1+\mathrm{CPI}) \times\left(1+\mathrm{g}_{\mathrm{REPS}}\right)-1\right]+\mathrm{Inc}+\operatorname{Rinv} \\
& 9.43 \%=[(1+2.99 \%) \times(1+208 \%)-1]+4.08 \%+0.21 \%
\end{aligned}
$$

-differenta due to rounding

## where:

```
Sh = the supplyof the equity return;
CPI = Consumer Price Index (inflation);
\(g_{\text {REPS }}=\) the growth in real earning per share;
Inc \(=\) the income return;
Rinv \(=\) the reinvestment return.
```

The forward-looking earnings model calculates the longterm supply of U.S. equity returns to be 9.43 percent.

Graph 5-10: Historical and Forecast Equity Returns Based on Earnings Model


Data from 1926-2011. Results add up geometrically, not arithmetically. The darkest shade in the graph represents reinvested returns and an interaction factor between the return components.

Graph 5-10 illustrates the decomposition of historical equity returns from 1926-2011. It also illustrates the historical components that are supplied by companies: inflation, income return, and growth in real earnings per share. Once again the main difference between the historical and forecast equity returns is the exclusion of growth in $\mathrm{P} / \mathrm{E}$ ratio in the forecasted earnings model.

Graph 5-11: Historical and Supply-Side Equity Risk Premium


Data from 1926-2011. Results add up geometrically, not arithmetically. The darkest shade in the graph represents reinvested returns and an interaction factor between the retum cormponents.

Table 5-6: Supply-Side and Historical Equity Risk Premium Over Time

| Period Length (Yrs.) | Perind Dates | Arithmetic Average |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | g $\mathrm{P} / \mathrm{F}$ ] | Supply Side Equity Risk Premium (\%) | Historical Equity Risk Premium (\%) |
| 86 | 1926-2011 | 0.33* | 6.14 | 6.62 |
| 85 | 1926-2010 | 0.46 * | 6.10 | 6.72 |
| 84 | 1926-2009 | 0.77 | 5.74 | 6.67 |
| 83 | 1926-2008 | 0.79 | 5.53 | 6.47 |
| 82 | 1926-2007 | 1.15 | 5.74 | 7.06 |
| 81 | 1926-2006 | 0.75 | 6.22 | 7.13 |
| 80 | 1926-2005 | 0.65 | 6.29 | 7.08 |
| 79 | 1926-2004 | 0.83 | 6.18 | 7.17 |
| 78 | 1926-2003 | 1.09 | 5.94 | 7.19 |
| 77 | 1926-2002 | 1.17 | 5.65 | 6.97 |
| 76 | 1926-2001 | 1.53 | 5.71 | 7.43 |
| 75 | 1926-2000 | 1.49 | 6.06 | 7.76 |
| 74 | 1926-1999 | 1.52 | 6.32 | 8.07 |
| 73 | 1826-1998 | 1.40 | 6.35 | 7.97 |
| 72 | 1926-1997 | 1.20 | 6.37 | 7.77 |
| 71 | 1926-1996 | 0.87 | 6.46 | 7.50 |
| 70 | 1926-1995 | 0.74 | 6.47 | 7.37 |
| 69 | 1926-1994 | 0.59 | 6.32 | 7.04 |
| 68 | 1926-1993 | 0.90 | 6.17 | 7.22 |
| 67 | 1926-1992 | 1.15 | 5.98 | 7.29 |
| 66 | 1926-1991 | 1.12 | 6.12 | 7.39 |
| 65 | 1926-1990 | 0.67 | 6.36 | 7.16 |
| 64 | 1926-1989 | 0.60 | 6.72 | 7.45 |
| 63 | 1926-1988 | 0.32 | 6.78 | 7.21 |
| 62 | 1926-1987 | 0.36 | 6.74 | 7.20 |

Data from 1926-2011. *Contains eamings estimate(s).

The supply-side equity risk premium is calculated to be 4.10 percent on a geometric basis.

$$
\begin{aligned}
& \text { SERP }=\frac{(1+\mathrm{SR})}{(1+\mathrm{CPI}) \times(1+\mathrm{RRf})}-1 \\
& 4.10 \% *=\frac{(1+9.43 \%)}{(1+2.99 \%) \times(1+2.07 \%)}-1 \\
& \text { "difference due to rounding. }
\end{aligned}
$$

where:
SERP $=$ the supply-side equity risk premium;
$S R=$ the supply of the equity return;
$\mathrm{CPI}=$ Consumer Price Index (inflation); and,
RRf $=$ the real risk-free rate.

Graph 5-11 compares the historical equity risk premium, which includes the P/E ratio, to the supply-side equity risk premium calculated from 1926 to 2011 on a geometric basis. Contrary to several recent studies on equity risk premium that declare the forward-looking equity risk premium to be close to zero, or even negative, lbbotson and Chen have found the long-term supply of equity risk premium to be only slightly lower than the straight historical estimate.

The supply-side equity risk premium calculated earlier is a geometric calculation. An arithmetic calculation, as mentioned earlier in the chapter, is most appropriate when discounting future cash flows. For use as the expected equity risk premium in either the CAPM or the buildup approach, the arithmetic calculation is the relevant number. There are several ways to convert the geometric average into an arithmetic average. One method is to assume the returns are independently lognormally distributed over time, where the arithmetic and geometric averages roughly follow the following relationship:

$$
\begin{aligned}
& R_{A}=R_{G}+\frac{\sigma^{2}}{2} \\
& 6.16 \%=4.10 \%+\frac{20.30 \%{ }^{2}}{2}
\end{aligned}
$$

where:

$$
\begin{aligned}
& R_{A}=\text { the arithmetic average; } \\
& R_{G}=\text { the geometric average; } \\
& \sigma=\text { the standard deviation of equity returns. }
\end{aligned}
$$

As stated in IRS Ruling 59-60, although valuation is a for-ward-looking process, it must be based on facts available as of the required date of appraisal. Therefore, Ibbotson provides data critical to the valuation process as far back as 1926, such as the historical equity risk premium and size premium presented in Appendix A of this book. Similarly, Table 5-6 presents the supply side equity risk premium, on an arithmetic basis, beginning in 1926 and ending in each of the last 25 years.

As mentioned earlier, one of the key findings of the Ibbotson and Chen study is that $P / E$ increases account for only a small portion of the total return of equity. The reason we present supply side equity risk premium going back only 25 years is because the $P / E$ ratio rose dramatically over this time period, which caused the growth rate in the $P / E$ ratio calculated from 1926 to be relatively high. The subtraction of the $\mathrm{P} / \mathrm{E}$ growth factor from equity returns has been responsible for the downward adjustment in the supply side equity risk premium compared tathe historical estimate. Beyond the last 25 years, the growth factor in the $P / E$ ratio has not been dramatic enough to require an adjustment.

This section has briefly reviewed some of the more common arguments that seek to reduce the equity risk premium. While some of these theories are compelling in an academic framework, most do little to prove that the equity risk premium is too high. When examining these theories, it is important to remember that the equity risk premium data outlined in this book (both the historical and supply side estimates) are from actual market statistics over a long historical time period.

## Considerations in Appleation

The supply-side equity risk premium has gained in popularity since its mainstream publication in 2003, but there have been many questions surrounding the model and its proper application. Any forward-looking model makes assumptions, and the supply model is no different. This section will draw from a more-exhaustive article by Magdalena Mroczek to help address some of the issues that commonly arise."

## The Meaning of "Supply Side"

Contrary to popular belief, the supply model does not refer to the economic supply and demand equilibrium of the market. In fact, it is termed the supply-side because it
only takes into account company-generated, or companysupplied, returns. While the words "supply" and "demand" might portray images of economic equilibrium, they are really referring to a buildup of total-return components.

## Stability of the Supply Model

As stated on Page 64, the supply-side equity risk premium uses a three-year average of earnings in calculating the P/E ratio as opposed to one-year earnings. In order to keep the three-year average earnings consistent with the current year's S\&P 500 price, the earnings should be anchored around the same year as price. The average is composed of the prior year $\left(t_{-1}\right)$, current year $\left(t_{0}\right)$, and future year $\left(t_{+1}\right)$ earnings, creating a price to three-year average earnings $(\mathrm{P} / 3 \mathrm{E})$ ratio.

Since both the current- and future-year earnings are estimates in each initial supply-side calculation, it takes two years of publications for the two earnings to actualize fall estimates are provided by Standard \& Poors). For example, when calculating the 2011 supply-side equity risk premium, the earnings for $2011\left(t_{0}\right)$ and $2012\left(t_{+1}\right)$ are estimates. The 2011 supply-side equity risk premium will permanently stabilize in the 2014 Valuation Yearbook when actual earnings will be available for both 2011 and 2012. Therefore, the supply-side equity risk premium should change every year for two years and remain constant going forward.

## Size Premium and Indusiry Risk Premium

The supply-side equity risk premium can be used alongside the size premium and industry risk premium calculated using the traditional historical equity risk premium as an input.

Some may think that the size premium needs to be recalculated as a supply model in order to use it with the supply-side equity risk premium. One way to arrive at this size premium would be to replace the historical equity risk premium with a supply-side equity risk premium when computing the expected returns for each decile. As explained in Chapter 7, size premium is calculated as the difference between a decile's actual return and its CAPM expected return. If the decile's actual return is measured using total returns and the CAPM expected return, as calculated using a supply-side equity risk premium, is in terms of supplied equity returns, then the resulting size premium would overcompensate for this mismatch. These different types of returns can cause high and unreasonable size premia.

One way to overcome the mismatch in return types and overstatement of size premium would be to remove historical $P / E$ growth from each decile size category before computing excess returns based on size. Unfortunately, this, too, has its problems. One of the limitations to the supply model is that it relies on P/E growth measured over a defined starting and ending point. Subtracting $P / E$ growth from each decile would be much more problematic, however, since the deciles are at their smallest membership and thinnest industry composition in 1926, the date when the $P / E$ would be initialized. $P / E$ growth simply cannot be removed from the individual deciles with the same confidence than it can from the overall market.

Computing industry risk premia with a supply-side equity risk premium input suffers from the same return mismatch issue as the size premium; the full information beta is calculated using total returns and the supply-side equity risk premium uses company-supplied returns. The full information beta is a 60 -month beta and therefore uses too short of a time span to adjust for growth of $P / E$ in the returns. ${ }^{12}$ The supply-side equity risk premium calls for an annual P/E growth adjustment that incorporates three-year average earnings to normalize volatility, but this would not be appropriate to integrate into an industry risk premia calculation.

While it is internally inconsistent to apply a supply-side equity risk premium in a buildup model alongside a traditional size premium and industry premium, it is still the most practical way to apply this forward-looking adjustment to the cost of equity. The adjustment reflects the assumption that the historical $P / E$ growth beginning in the 1980s was unsustainable and is not expected to repeat.

## Supply-Side Relative to Historical Equity Risk Premium

A common belief in the industry is that the supply-side model always creates an equity risk premium lower than the historical model, but this is not the case. If investors foresee a future decline in earnings, price would drop in anticipation with no current change in earnings. The P/3E would need to drop below the 1926 P/3E level of 10.65 in order for the supply-side equity risk premium to be greater than the historical model. Looking back at the 86 -year history, we can see this occurred 16 times. The supply-side equity risk premium was consistently greater than the historical model between 1977 and 1982 as well as throughout almost half of the 1940s and 1950s. In 1949,
the difference between the two peaked when supply-side equity risk premium was 1.52 percent greater than the historical.

This unsustainable P/E growth, which began in the 1980s, is expected to return to historic levels in the future. Therefore, the historical and supply-side equity risk premiums are expected to converge over time.

## Taxes and Equity Fisk Premiem Calculations

All of the risk premium statistics included in this publication are derived from market returns earned by an investor. The investor receives dividends and realizes price appreciation after the corporation has paid its taxes. Therefore, it is implicit that the market return data represents returns after corporate taxes but before personal taxes.

When performing a discounted cash flow analysis, both the discount rate and the cash flows should be on the same tax basis. Most valuation settings rely on after-tax cash flows; the use of an after-tax discount rate would thus be appropriate in most cases. However, there are some instances (usually because of regulatory or legal statute reasons) in which it is necessary to calculate a pre-tax value. In these cases, a pre-tax cost of capital or discount rate should be employed. There is no easy way, however, to accurately modify the return on a market index to a pre-tax basis. This modification would require estimating pre-tax returns for all of the publicly traded companies that comprise the market benchmark.

This presents a problem when a pre-tax discounted cash flow analysis is required. Although not completely correct, the easiest way to convert an after-tax discount rate to a pre-tax discount rate is to divide the after-tax rate by (1 minus the tax rate). This adjustment should be made to the entire discount rate and not to its component parts (i.e., the equity risk premium). Take note that this is a "quick and dirty" way to approximate pre-tax discount rates.

The tax rate to use in this "quick and dirty" method presents yet another problem. As seen in the discussion of the weighted average cost of capital in Chapter 1, companies do not always pay the top marginal tax rate. New research has shown some progress in quantifying the expected future tax rates. See Chapter 1 for more detail. II

| Aquarion Water Company of New Hampshire, Inc. |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mr. Parcell's CAPM Cost Rates <br> Corrected to Reflect a Prospective Risk-Free Rate. Prospective Market Equity Risk Premium and Properly Calculated Historical Market Equity Risk Premium |  |  |  |  |  |  |
| Traditional Capital Asset Pricing Model (1) |  |  |  |  | ECAPM Results | Average of Traditional CAPM \& ECAPM Results |
|  | $\underline{1}$ | $\underline{2}$ | $\underline{3}$ | 4 | $\underline{5}$ |  |
| Company |  | Beta (3) | Market Premium <br> (4) | CAPM Rates | ECAPM Rates |  |
| Mr. Parcell's Value Line Water Group |  |  |  |  |  |  |
| American States Water Co. | 4.18\% | 0.70 | 8.61\% | 10.21\% | 10.85\% | 10.53\% |
| American Water Works | 4.18\% | 0.65 | 8.61\% | 9.78\% | 10.21\% | 10.00\% |
| Aqua America, Inc. | 4.18\% | 0.60 | 8.61\% | 9.35\% | 10.21\% | 9.78\% |
| Artesian Resources Corp. | 4.18\% | 0.55 | 8.61\% | 8.92\% | 9.88\% | 9.40\% |
| California Water Service Group | 4.18\% | 0.65 | 8.61\% | 9.78\% | 10.53\% | 10.16\% |
| Connecticut Water Service, Inc. | 4.18\% | 0.75 | 8.61\% | 10.64\% | 11.18\% | 10.91\% |
| Middlesex Water Company | 4.18\% | 0.70 | 8.61\% | 10.21\% | 10.85\% | 10.53\% |
| SJW Corporation | 4.18\% | 0.85 | 8.61\% | 11.50\% | 11.82\% | 11.66\% |
| York Water Company | 4.18\% | 0.65 | 8.61\% | 9.78\% | 10.53\% | 10.16\% |
| Mean |  |  |  | 10.02\% | 10.71\% | 10.37\% |
| Median |  |  |  | 9.78\% | 10.53\% | 10.16\% |

Notes: (1) Derived using the formula shown in note 3 on page 4 of this Attachment.
(2) From note 2 of this Attachment.
(3) From Schedule 8 of Exhibit___(DCP-1).
(4) From note 1 on page 4 of this Attachment.

# Aquarion Water Company of New Hampshire, Inc. <br> Mr. Parcell's CAPM Cost Rates <br> Corrected to Reflect a Prospective Risk-Free Rate. Prospective Market Equity Risk Premium and Properly Calculated Historical Market Equity Risk Premium 

Empirical Capital Asset Pricing Model (1)

|  | $\underline{1}$ | $\underline{2}$ | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Company | Risk- <br> Free <br> Rate (2) | Beta (3) | Market Premium <br> (4) | ECAPM <br> Rates |
| Mr. Parcell's Value Line Water Group |  |  |  |  |
| American States Water Co. | 4.18\% | 0.70 | 8.61\% | 10.85\% |
| American Water Works | 4.18\% | 0.65 | 8.61\% | 10.53\% |
| Aqua America, Inc. | 4.18\% | 0.60 | 8.61\% | 10.21\% |
| Artesian Resources Corp. | 4.18\% | 0.55 | 8.61\% | 9.88\% |
| California Water Service Group | 4.18\% | 0.65 | 8.61\% | 10.53\% |
| Connecticut Water Service, Inc. | 4.18\% | 0.75 | 8.61\% | 11.18\% |
| Middlesex Water Company | 4.18\% | 0.70 | 8.61\% | 10.85\% |
| SJW Corporation | 4.18\% | 0.85 | 8.61\% | 11.82\% |
| York Water Company | 4.18\% | 0.65 | 8.61\% | 10.53\% |
| Mean |  |  |  | 10.71\% |
| Median |  |  |  | 10.53\% |

Notes: (1) Derived using the formula in note 4 on page 4 of this Attachment.
(2) From column 2, page 1 of this Attachment.
(3) From column 3, page 1 of this Attachment.
(4) From note 1 on page 4 of this Attachment.

# Consensus Forecasts Of U.S. Interest Rates And Key Assumptions ${ }^{1}$ 

Interest Rates
Federal Funds Rate Prime Rate
LIBOR, 3-mo.
Commercial Paper, 1-mo.
Treasury bill, 3-mo.
Treasury bill, 6-mo.
Treasury bill, 1 yr.
Treasury note, 2 yr.
Treasury note, 5 yr.
Treasury note, 10 yr .
Treasury note, 30 yr .
Corporate Aaa bond
Corporate Baa bond
State \& Local bonds
Home mortgage rate

Key Assumptions
Major Currency Index
Real GDP
GDP Price Index
Consumer Price Index

|  |  |  |  |  |  |  |  | Consensus Forecasts-Quarterly Avg. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -------Average For Week Ending------ |  |  |  | ----Ave | ge For | onth---- | Latest Q* | 1Q | 2 Q | 3 Q | 4Q | 1Q | 2Q |
| Dec. 21 | Dec. 14 | Dec. 7 | Nov. 30 | Nov. | Oct. | Sep. | 4Q 2012 | 2013 | 2013 | 2013 | 2013 | 2014 | 2014 |
| 0.17 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 | 0.14 | 0.16 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| 3.25 | 3.25 | 3.25 | 3.25 | 3.25 | 3.25 | 3.25 | 3.25 | 3.3 | 3.3 | 3.3 | 3.3 | 3.3 | 3.3 |
| 0.31 | 0.31 | 0.31 | 0.31 | 0.31 | 0.33 | 0.39 | 0.32 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 |
| 0.13 | 0.12 | 0.12 | 0.14 | 0.14 | 0.14 | 0.12 | 0.13 | 0.1 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| 0.05 | 0.07 | 0.10 | 0.09 | 0.09 | 0.10 | 0.11 | 0.09 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.2 |
| 0.10 | 0.11 | 0.14 | 0.14 | 0.14 | 0.15 | 0.14 | 0.14 | 0.1 | 0.2 | 0.2 | 0.2 | 0.2 | 0.3 |
| 0.14 | 0.15 | 0.18 | 0.18 | 0.18 | 0.18 | 0.18 | 0.17 | 0.2 | 0.2 | 0.2 | 0.3 | 0.3 | 0.4 |
| 0.26 | 0.25 | 0.25 | 0.26 | 0.27 | 0.28 | 0.26 | 0.27 | 0.3 | 0.3 | 0.4 | 0.4 | 0.5 | 0.6 |
| 0.74 | 0.66 | 0.62 | 0.64 | 0.67 | 0.71 | 0.67 | 0.68 | 0.8 | 0.9 | 0.9 | 1.1 | 1.2 | 1.3 |
| 1.78 | 1.69 | 1.62 | 1.63 | 1.65 | 1.75 | 1.72 | 1.70 | 1.8 | 1.9 | 2.0 | 2.1 | 2.2 | 2.3 |
| 2.94 | 2.86 | 2.79 | 2.80 | 2.80 | 2.90 | 2.88 | 2.85 | 2.9 | 3.0 | 3.1 | 3.2 | 3.3 | 3.4 |
| 3.72 | 3.65 | 3.57 | 3.56 | 3.50 | 3.47 | 3.49 | 3.54 | 3.7 | 3.8 | 3.9 | 3.9 | 4.0 | 4.1 |
| 4.69 | 4.63 | 4.57 | 4.56 | 4.51 | 4.58 | 4.84 | 4.57 | 4.8 | 4.9 | 4.9 | 5.0 | 5.1 | 5.2 |
| 3.64 | 3.44 | 3.27 | 3.29 | 3.46 | 3.65 | 3.73 | 3.52 | 3.5 | 3.6 | 3.7 | 3.7 | 3.8 | 3.9 |
| 3.37 | 3.32 | 3.34 | 3.32 | 3.35 | 3.38 | 3.50 | 3.36 | 3.4 | 3.5 | 3.6 | 3.7 | 3.8 | 3.9 |
|  |  |  | --Histo |  |  |  |  |  | nsens | F Fore | casts- | Quarte |  |
| 1Q | 2Q | 3Q | 4Q | 1Q | 2Q | 3Q | 4Q* | 1Q | 2 Q | 3 Q | 4Q | 1Q | 2 Q |
| $\underline{2011}$ | $\underline{2011}$ | $\underline{2011}$ | $\underline{2011}$ | $\underline{2012}$ | $\underline{2012}$ | $\underline{2012}$ | $\underline{2012}$ | $\underline{2013}$ | 2013 | 2013 | 2013 | 2014 | 2014 |
| 71.9 | 69.6 | 69.9 | 72.4 | 72.9 | 73.9 | 74.0 | 73.2 | 73.7 | 73.9 | 74.3 | 74.5 | 74.4 | 74.4 |
| 0.1 | 2.5 | 1.3 | 4.1 | 2.0 | 1.3 | 3.1 | 1.6 | 1.5 | 2.0 | 2.4 | 2.7 | 2.7 | 2.8 |
| 2.0 | 2.6 | 3.0 | 0.4 | 2.0 | 1.6 | 2.7 | 1.8 | 1.8 | 1.8 | 2.0 | 1.9 | 2.1 | 2.0 |
| 4.5 | 4.4 | 3.1 | 1.3 | 2.5 | 0.8 | 2.3 | 2.3 | 1.6 | 2.0 | 2.3 | 2.2 | 2.2 | 2.2 |

Forecasts for interest rates and the Federal Reserve's Major Currency Index represent averages for the quarter. Forecasts for Real GDP, GDP Price Index and Consumer Price Index are seasonally-adjusted annual rates of change (saar). Individual panel members' forecasts are on pages 4 through 9. Historical data for interest rates except LIBOR is from Federal Reserve Release (FRSR) H.15. LIBOR quotes available from The Wall Street Journal. Interest rate definitions are the same as those in FRSR H.15. Treasury yields are reported on a constant maturity basis. Historical data for the Fed's Major Currency Index is from FRSR H. 10 and G.5. Historical data for Real GDP and GDP Chained Price Index are from the Bureau of Economic Analysis (BEA). Consumer Price Index (CPI) history is from the Department of Labor's Bureau of Labor Statistics (BLS). *interest rate data for $4 Q 2012$ based on historical data through the week ended December 21st. ${ }^{*}$ Data for 4Q 2012 Major Currency Index also is based on data through week ended December $14^{\text {th }}$. Figures for 4Q 2012 Real GDP, GDP Chained Price Index and Consumer Price Index are consensus forecasts based on a special question asked of the panelists.


Aquarion Water Company of New Hampshire, Inc.<br>Development of the Market-Required Rate of Return on Common Equity Using<br>the Capital Asset Pricing Model for<br>Mr. Parcell's Value Line Water Group<br>Adjusted to Reflect a Forecasted Risk-Free Rate and Market Return

Notes:
(1) For reasons explained in Ms. Ahern's accompanying rebuttal testimony, from the 3 months ending December 28, 2012, Value Line Summary \& Index, a forecasted 3-5 year total annual market return of $14.80 \%$ can be derived by averaging the 3 months ending December 28, 2012 forecasted total $3-5$ year total appreciation, converting it into an annual market appreciation and adding the Value Line average forecasted annual dividend yield.

The 3-5 year average total market appreciation of $60 \%$ produces a four-year average annual return of $12.47 \%\left(\left(1.60^{0.25}\right)\right.$ 1). When the average annual forecasted dividend yield of $2.33 \%$ is added, a total average market return of $14.80 \%$ ( $2.33 \%$ $+12.47 \%$ ) is derived.

The 3 months ending December 28, 2012 forecasted total market return of $14.80 \%$ minus the risk-free rate of $4.18 \%$ (developed in Note 2) is $10.62 \%$ ( $14.80 \%-4.18 \%$ ).

The Morningstar, Inc. (Ibbotson Associates) calculated arithmetic mean monthly market equity risk premium of $6.60 \%$ for the period 1926-2011 results from a total market return of $11.80 \%$ less the arithmetic mean income return on long-term U.S. Government Securities of $5.20 \%(11.80 \%-5.20 \%=6.60 \%)$.

These two risk premiums are then averaged, resulting in a $8.61 \%$ market equity risk premium, which is then multiplied by the beta in column 1 of page 1 of this Schedule. (( $10.62 \%+6.60 \%) / 2)$.
(2) For reasons explained in Ms. Ahern's rebuttal testimony, the risk-free rate that Ms. Ahern relies upon for her CAPM analysis is the average of the historical income return on 30 Year Treasury Bonds which is $5.32 \%$ for 1926-2011 and the average forecast based upon six quarterly estimates of 30 -year Treasury Note yields per the consensus of nearly 50 economists reported in the Blue Chip Financial Forecasts dated January 1, 2013 (see page 3 of this attachment). The estimates are detailed below:

| Morningstar Historical Income Returns |  |
| :---: | :---: |
| On 30 Year Treasury Bonds (1926-2011): | 5.20\% |
|  | 30-Year |
|  | Treasury Note Yield |
| First Quarter 2013 | 2.90\% |
| Second Quarter 2013 | 3.00\% |
| Third Quarter 2013 | 3.10\% |
| Fourth Quarter 2013 | 3.20\% |
| First Quarter 2014 | 3.30\% |
| Second Quarter 2014 | 3.40\% |
| Average | 3.15\% |
| Average of Historical and Projected |  |
| Returns on 30 Year Treasury Bonds: | 5.20\% |
|  | 3.15 |
|  | 8.35\% |
|  | $8.35 \% / 2=\underline{4.18 \%}$ |

(3) The traditional Capital Asset Pricing Model (CAPM) is applied using the following formula:

$$
R_{S}=R_{F}+\beta\left(R_{M}-R_{F}\right)
$$

| Where | $\mathrm{R}_{\mathrm{S}}=$ Return rate of common stock |
| ---: | :--- |
| $\mathrm{R}_{\mathrm{F}}$ | $=$ Risk Free Rate |
| $\beta=$ Value Line Adjusted Beta |  |
| $\mathrm{R}_{\mathrm{M}}=$ Return on the market as a whole |  |

(4) The empirical CAPM is applied using the following formula:
$R_{S}=R_{F}+.25\left(R_{M}-R_{F}\right)+.75 \beta\left(R_{M}-R_{F}\right)$
Where $R_{S}=$ Return rate of common stock
$\mathrm{R}_{\mathrm{F}}=$ Risk-Free Rate
$\beta=$ Value Line Adjusted Beta
$\mathrm{R}_{\mathrm{M}}=$ Return on the market as a whole

Source of Information: $\quad$ Value Line Summary \& Index
Blue Chip Financial Forecasts, January 1, 2013
Value Line Investment Survey, (Standard Edition)
lbbotson®SBBI®2012 Valuation Yearbook - Market Returns for Stocks, Bonds, Bills and Inflation, Morningstar, Inc., 2012, Chicago, IL

## Predicted Market Equity Risk Premium from September 2009 to December 2012


9.80\%


Source of Information: $2013^{\circledR}$ Ibbotson ${ }^{\circledR}$ Market Report

|  | Geometric Mean |  | Arithmetic Mean |  |
| :---: | :---: | :---: | :---: | :---: |
| 1926-2012 |  |  |  |  |
| Large Company Stock Total Returns | 9.80\% |  | 11.80\% |  |
| Long-Term Government Bonds |  |  |  |  |
| Total Returns | 5.70\% |  | 6.10\% |  |
| Income Return |  | 5.10\% |  | 5.20\% |
| Market Equity Risk Premium | 4.10\% | 4.70\% | 5.70\% | 6.60\% |
| 1926-2011 |  |  |  |  |
| Large Company Stock Total Returns $\quad 9.90 \%$ 11.90\% |  |  |  |  |
| Long-Term Government Bonds |  |  |  |  |
| Total ReturnsIncome Return | 5.50\% |  | 5.90\% |  |
|  |  | 5.10\% |  | 5.20\% |
| Market Equity Risk Premium | 4.40\% | 4.80\% | 6.00\% | 6.70\% |
| 1926-2010 |  |  |  |  |
| Large Company Stock Total Returns $9.80 \%$ $11.80 \%$ |  |  |  |  |
| Long-Term Government Bonds |  |  |  |  |
| Total ReturnsIncome Return | 5.40\% |  | 5.80\% |  |
|  |  | 5.10\% |  | 5.20\% |
| Market Equity Risk Premium | 4.40\% | 4.70\% | 6.00\% | 6.60\% |
| 1926-2009 |  |  |  |  |
| Large Company Stock Total Returns | 9.60\% |  | 11.70\% |  |
| Long-Term Government Bonds |  |  |  |  |
| Total Returns | 5.70\% |  | 6.10\% |  |
| Income Return |  | 5.20\% |  | 5.20\% |
| Market Equity Risk Premium | 3.90\% | 4.40\% | 5.60\% | 6.50\% |

Source of Information: Ibbotson® SBBI® 2010, 2011, \& 2012 Valuation Yearbooks and 2013
Ibbotson® SBBI® Risk Premia Over Time Report, Morningstar®, Inc., ©2010, 2011, 2012, \& 2013

| Year | Market- <br> to-Book <br> Ratio (1) |  | Earnings/ Book Ratio (2) |  |  | Earnings / Book Ratio - Net of Inflation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { S\&P Industrial } \\ & \quad \text { Index (3) } \\ & \hline \end{aligned}$ | S\&P 500 <br> Composite Index (3) | $\begin{aligned} & \text { S\&P Industrial } \\ & \quad \text { Index (3) } \\ & \hline \end{aligned}$ | S\&P 500 Composite Index (3) | Inflation (4) |  |  |
| 1947 | 1.23 | NA | 13.0 \% | NA | 9.0 \% | 4.0 \% | NA |
| 1948 | 1.13 | NA | 17.3 | NA | 2.7 | 14.6 | NA |
| 1949 | 1.00 | NA | 16.3 | NA | (1.8) | 18.1 | NA |
| 1950 | 1.16 | NA | 18.3 | NA | 5.8 | 12.5 | NA |
| 1951 | 1.27 | NA | 14.4 | NA | 5.9 | 8.5 | NA |
| 1952 | 1.29 | NA | 12.7 | NA | 0.9 | 11.8 | NA |
| 1953 | 1.21 | NA | 12.7 | NA | 0.6 | 12.1 | NA |
| 1954 | 1.45 | NA | 13.5 | NA | (0.5) | 14.0 | NA |
| 1955 | 1.81 | NA | 16.0 | NA | 0.4 | 15.6 | NA |
| 1956 | 1.92 | NA | 13.7 | NA | 2.9 | 10.8 | NA |
| 1957 | 1.71 | NA | 12.5 | NA | 3.0 | 9.5 | NA |
| 1958 | 1.70 | NA | 9.8 | NA | 1.8 | 8.0 | NA |
| 1959 | 1.94 | NA | 11.2 | NA | 1.5 | 9.7 | NA |
| 1960 | 1.82 | NA | 10.3 | NA | 1.5 | 8.8 | NA |
| 1961 | 2.01 | NA | 9.8 | NA | 0.7 | 9.1 | NA |
| 1962 | 1.83 | NA | 10.9 | NA | 1.2 | 9.7 | NA |
| 1963 | 1.94 | NA | 11.4 | NA | 1.7 | 9.7 | NA |
| 1964 | 2.18 | NA | 12.3 | NA | 1.2 | 11.1 | NA |
| 1965 | 2.21 | NA | 13.2 | NA | 1.9 | 11.3 | NA |
| 1966 | 2.00 | NA | 13.2 | NA | 3.4 | 9.8 | NA |
| 1967 | 2.05 | NA | 12.1 | NA | 3.0 | 9.1 | NA |
| 1968 | 2.17 | NA | 12.6 | NA | 4.7 | 7.9 | NA |
| 1969 | 2.10 | NA | 12.1 | NA | 6.1 | 6.0 | NA |
| 1970 | 1.71 | NA | 10.4 | NA | 5.5 | 4.9 | NA |
| 1971 | 1.99 | NA | 11.2 | NA | 3.4 | 7.8 | NA |
| 1972 | 2.16 | NA | 12.0 | NA | 3.4 | 8.6 | NA |
| 1973 | 1.96 | NA | 14.6 | NA | 8.8 | 5.8 | NA |
| 1974 | 1.39 | NA | 14.8 | NA | 12.2 | 2.6 | NA |
| 1975 | 1.34 | NA | 12.3 | NA | 7.0 | 5.3 | NA |
| 1976 | 1.51 | NA | 14.5 | NA | 4.8 | 9.7 | NA |
| 1977 | 1.38 | NA | 14.6 | NA | 6.8 | 7.8 | NA |
| 1978 | 1.25 | NA | 15.3 | NA | 9.0 | 6.3 | NA |
| 1979 | 1.23 | NA | 17.2 | NA | 13.3 | 3.9 | NA |
| 1980 | 1.31 | NA | 15.6 | NA | 12.4 | 3.2 | NA |
| 1981 | 1.24 | NA | 14.9 | NA | 8.9 | 6.0 | NA |
| 1982 | 1.17 | NA | 11.3 | NA | 3.9 | 7.4 | NA |
| 1983 | 1.45 | NA | 12.2 | NA | 3.8 | 8.4 | NA |
| 1984 | 1.46 | NA | 14.6 | NA | 4.0 | 10.6 | NA |
| 1985 | 1.67 | NA | 12.2 | NA | 3.8 | 8.4 | NA |
| 1986 | 2.02 | NA | 11.5 | NA | 1.1 | 10.4 | NA |
| 1987 | 2.50 | NA | 15.7 | NA | 4.4 | 11.3 | NA |
| 1988 | 2.13 | NA | 19.0 | NA | 4.4 | 14.6 | NA |
| 1989 | 2.56 | NA | 18.5 | NA | 4.7 | 13.8 | NA |
| 1990 | 2.63 | NA | 16.3 | NA | 6.1 | 10.2 | NA |
| 1991 | 2.77 | NA | 10.8 | NA | 3.1 | 7.7 | NA |
| 1992 | 3.29 | NA | 13.0 | NA | 2.9 | 10.1 | NA |
| 1993 | 3.72 | NA | 15.7 | NA | 2.8 | 12.9 | NA |
| 1994 | 3.73 | NA | 23.0 | NA | 2.7 | 20.3 | NA |
| 1995 | 4.06 | 2.64 | 22.9 | 16.0 \% | 2.5 | 20.4 | 13.5 \% |
| 1996 | 4.79 | 3.00 | 24.8 | 16.8 | 3.3 | 21.5 | 13.5 |
| 1997 | 5.88 | 3.53 | 24.6 | 16.3 | 1.7 | 22.9 | 14.6 |
| 1998 | 7.13 | 4.16 | 21.3 | 14.5 | 1.6 | 19.7 | 12.9 |
| 1999 | 8.27 | 4.76 | 25.2 | 17.1 | 2.7 | 22.5 | 14.4 |
| 2000 | 7.51 | 4.51 | 23.9 | 16.2 | 3.4 | 20.5 | 12.8 |
| 2001 | NA | 3.50 | NA | 7.4 | 1.6 | NA | 5.8 |
| 2002 | NA | 2.93 | NA | 8.3 | 2.4 | NA | 5.9 |
| 2003 | NA | 2.78 | NA | 14.1 | 1.9 | NA | 12.2 |
| 2004 | NA | 2.91 | NA | 15.3 | 3.3 | NA | 12.0 |
| 2005 | NA | 2.78 | NA | 16.4 | 3.4 | NA | 13.0 |
| 2006 | NA | 2.75 (5) | NA | 17.2 | 2.5 | NA | 14.7 |
| 2007 | NA | 2.77 (5) | NA | 12.8 | 4.1 | NA | 8.7 |
| 2008 | NA | 2.02 (5) | NA | 2.7 | 0.1 | NA | 2.6 |
| 2009 | NA | 1.63 (5) | NA | 9.2 | 2.7 | NA | 6.5 |
| 2010 | NA | 1.92 (5) | NA | 13.0 | 1.5 | NA | 11.5 |
| 2011 | NA | 1.89 (5) | NA | 13.4 | 3.0 | NA | 10.4 |
| Average | 2.34 | 2.97 | 14.9 \% | 13.3 \% | 3.7 \% | 10.9 \% | 10.9 \% |

Notes: (1) Market-to-Book Ratio equals average of the high and low market price for the year divided by the average book value.
(2) Earnings/Book equals earnings per share for the year divided by the average book value.
(3) On January 2, 2001 Standard \& Poor's released Global Industry Classification Standard (GICS) price indexes for all Standard \& Poor's U.S. indexes. As a result, all S\&P Indexes have been calculated with a common base of 100 at a start date of December 31, 1994. Also, the GICS industrial sector is not comparable to the former S\&P Industrial Index and data for the former S\&P Industrial Index was discontinued.
(4) As measured by the Consumer Price Index (CPI).
(5) Ratios for 2006 / 2007 are based upon estimated book values using the actual average price and the estimated book value calculated by adding the 2006 earnings per share to the 2005 / 2006 book value per share and then subtracting the 2006 / 2007 dividends per share as provided by Standard \& Poor's Statistical Record Current Statistics, March 2008, p. 29.


Aquarion Water Company of New Hampshire, Inc
Derivation of Investment Risk Adjustment Based upon
Ibbotson Associates' Size Premia for the Decile Portfolios of the NYSE/AMEX/NASDAQ

## Line No.

1. Aquarion Water Company of New Hampshire, Inc
2. 

Based Upon Mr. Parcell's Value Line Water Group
Mr. Parcell's Value Line Water Group
$\stackrel{1}{1}$
Market Capitalization (1)
(millions ) $\quad$ (times larger)
times larger)
$\underline{2}$

## Applicable Decile of

 the NYSE/AMEXI NASDAQ (2)$\underline{3}$
4

| Line No. |  |
| :--- | :--- |
| 1. $\quad$ |  |
|  |  |
|  | Aquarion Water Company of New Hampshire, Inc. |
| 2. |  |
|  |  |

\$ 17.455
\$ 1,438.822
$82.4 x$
10
6.10\%

6
Applicable Size Premium (3)

Spread from Applicable Size Premium for (4)

| (A) | (B) |  | (C) |  | (D) | (E) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Decile | Number of Companies ( millions) |  | Recent Total Market <br> Capitalization ( millions) |  | cent Average Market apitalization ( millions) | Size Premium (Return in Excess of CAPM) (2) |
| 1 | 163 | \$ | 8,865,444.654 | \$ | 54,389.231 | -0.38\% |
| 2 | 181 |  | 2,044,297.841 | \$ | 11,294.463 | 0.78\% |
| 3 | 196 |  | 1,063,677.148 | \$ | 5,426.924 | 0.94\% |
| 4 | 201 |  | 664,148.153 | \$ | 3,304.220 | 1.17\% |
| 5 | 200 |  | 449,181.802 | \$ | 2,245.909 | 1.74\% |
| 6 | 238 |  | 369,281.218 | \$ | 1,551.602 | 1.75\% |
| 7 | 301 |  | 297,500.544 | \$ | 988.374 | 1.77\% |
| 8 | 333 |  | 208,267.900 | \$ | 625.429 | 2.51\% |
| 9 | 450 |  | 156,980.841 | \$ | 348.846 | 2.80\% |
| 10 | 1212 |  | 111,034.220 | \$ | 91.612 | 6.10\% |
|  |  | *From Ibbotson 2012 Yearbook |  |  |  |  |

Notes:
(1) From Page 2 of this Schedule.
(2) Gleaned from Column (D) on the bottom of this page. The appropriate decile (Column (A)) corresponds to the market capitalization of the proxy group, which is found in Column 1
(3) Corresponding risk premium to the decile is provided on Column ( $E$ ) on the bottom of this page.
(4) Line No. 1a Column 3 - Line No. 2 Column 3 and Line No. 1b, Column 3 - Line No. 3 of Column 3 etc.. For example, the $4.35 \%$ in Column 4, Line No. 2 is derived as follows $4.35 \%=6.1 \%-1.75 \%$.


## Mr. Parcell's Value Line Water Group

American States Water Co
American Water Works
Aqua America, Inc
Artesian Resources Corp.
California Water Service Group
Connecticut Water Service, Inc.
Middlesex Water Company
SJW Corporation
York Water Company

| 18.789 | \$ | 21.750 | \$ | 408.666 | \$ | 44.390 | 204.1 | \% | \$ | 834.043 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 175.664 | \$ | 24.139 | \$ | 4,240.384 | \$ | 37.230 | 154.2 |  | \$ | 6,539.971 |
| 138.815 | \$ | 9.014 | \$ | 1,251.313 | \$ | 25.050 | 277.9 |  | \$ | 3,477.318 |
| 7.739 | \$ | 14.601 | \$ | 112.997 | \$ | 22.090 | 151.3 |  | \$ | 170.957 |
| 41.817 | \$ | 10.757 | \$ | 449.829 | \$ | 17.870 | 166.1 |  | \$ | 747.270 |
| 8.755 | \$ | 13.587 | \$ | 118.961 | \$ | 30.300 | 223.0 |  | \$ | 265.289 |
| 15.682 | \$ | 11.286 | \$ | 176.981 | \$ | 18.540 | 155.9 |  | \$ | 270.070 |
| 18.593 | \$ | 14.199 | \$ | 264.004 | \$ | 24.750 | 164.3 |  | \$ | 419.090 |
| 12.792 | \$ | 7.447 | \$ | 95.265 | \$ | 17.620 | 236.6 |  | \$ | 225.389 |
| 48.738 | \$ | 14.087 | \$ | 790.933 | \$ | 26.427 | 192.6 | \% | \$ | 1,438.822 |

## NA= Not Available

Notes: (1) Column 3 / Column 1
(2) From Schedule 6, page 1 of Exhibit__(DCP-1).
(3) Column $4 /$ Column 2
(4) Column 5 * Column 3
(5) From Aquarion Water Company of New Hampshire 2011 Annual Report to the NH Public Utilities Commission.
(6) The market-to-book ratio of Aquarion Water Company of New Hampshire on December 31, 2012 is assumed to be equal to the market-to-book ratio of the Proxy Groups

Aquarion Water Company of New Hampshire Jurisdictional Diversity of Mr. Parcell's Value Line Water Utility Group

| Company | Jurisdictions |  |
| :---: | :---: | :---: |
| American States Water Co. | CA |  |
| American Water Works | MO | KY |
|  | PA | NY |
|  | NJ | MD |
|  | IN | MI |
|  | IL | TN |
|  | CA | VA |
|  | HI | WV |
|  | IA |  |
| Aqua America | PA | NJ |
|  | TX | IN |
|  | OH | FL |
|  | IL | VA |
|  | NC |  |
| Artesian Resources |  |  |
|  |  |  |
|  |  |  |
| California Water Service |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
| Connecticut Water Service |  |  |
|  |  |  |
| Middlesex Water Co. |  |  |
|  |  |  |
| SJW Corp. |  |  |
| York Water Co. |  |  |
| Average Number of |  |  |
|  |  |  |
| Company: |  |  |
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[^1]:    ${ }^{1}$ Two more securities firms (Deutsche Bank Securities Inc. and Thomas Weisel Partners LLC) were added to the formal settlement in August 2004.

[^2]:    ${ }^{2}$ Bolton, Freixas, and Shapiro (2007) theoretically analyze a different type of conflict of interest in financial intermediation, one faced by a financial advisor whose firm also produces financial products (such as in-house mutual funds). Mehran and Stulz (2007) provide an excellent review of the literature on conflicts of interest in financial institutions.
    ${ }^{3}$ Hayes (1998) analyzes how pressure on analysts to generate brokerage commissions affects the availability and accuracy of earnings forecasts. Both Irvine (2004) and Jackson (2005) find that analysts' optimism increases a brokerage firm's share of the trading volume. Ljungqvist et al. (2007) find that analysts employed by larger brokerage houses issue more optimistic recommendations and more accurate earnings forecasts. However, none of these articles examines how investors' responses to analysts' recommendations and the investment performance of recommendations vary with the severity of brokerage conflicts, issues that we investigate here.

[^3]:    ${ }^{5}$ Throughout this article, we refer to an analyst's employer as a "firm" and a company followed by an analyst as a "company."
    ${ }^{6}$ Ljungqvist, Marston, and Wilhelm (2006, forthcoming) find that, while optimistic recommendations do not help the analyst's firm win the lead underwriter or comanager positions in general, they help the firm win the comanager position in deals in which the lead underwriter is a commercial bank.
    ${ }^{7}$ Numerous regulations in the United States increase the cost of selling shares short (see, for example, Dechow et al. 2001). Therefore, the vast majority of stock sales are regular sales rather than short sales. For example, over the 1994-2001 period, short sales comprised only about 10 percent of the annual New York Stock Exchange trading volume (New York Stock Exchange 2002).
    ${ }^{8}$ See Jackson (2005) for a theoretical model showing that analysts' concerns about their reputations can reduce optimistic biases arising from brokerage business.

[^4]:    ${ }^{9}$ This framework follows Kroszner and Rajan (1994) and Gompers and Lerner (1999), who analyze the conflicts that a bank faces in underwriting securities of a company when the bank owns a (debt or equity) stake in it.

[^5]:    ${ }^{10}$ The Securities Exchange Act, sections 17(a)-17(e), requires these filings. We accessed them from Thomson Financial's Global Access database and the Securities and Exchange Commission's (SEC's) public reading room in Washington, D.C.
    ${ }^{11}$ We use the file supplied directly by the Institutional Brokers Estimate System (I/B/E/S) on CDROM. This file does not recode the name of an acquired brokerage firm to that of its acquirer for years before the merger.
    ${ }^{12}$ The electronic availability of $\mathrm{x}-17 \mathrm{a}-5$ filings is very limited prior to 1994, the year the SEC first mandated electronic form filing. Hence, we do not search for revenue information prior to 1994.
    ${ }^{13}$ We exclude a small number of firm-years in which the total revenue is negative (for example, because of losses from proprietary trading).

[^6]:    ${ }^{15}$ We recognize that the performance metrics used in the Wall Street Journal (WSJ) All-Star Analysts Survey are public information and can, in principle, be replicated by investors. However, to the extent that computing and evaluating analysts' performance is a costly activity, being named an AllStar Analyst can still affect an analyst's reputation and credibility.
    ${ }^{16}$ Since the I/B/E/S Broker Translation File provides only analysts' last names and first initials, in some instances it is not possible to ascertain from the I/B/E/S data alone whether an analyst in our sample was named to the Institutional Investor (II) or WSJ team. For these cases, we determine team membership of analysts from NASD BrokerCheck, an online database (http://www.nasd.com, accessed October 2004) that provides the full names of registered securities professionals as well as their employment and registration histories for the past 10 years. The database also keeps track of analysts' name changes (such as those resulting from marriage).

[^7]:    ${ }^{17}$ To ensure meaningful variation in the dependent variable, we omit stocks followed by only one analyst in a quarter.

[^8]:    ${ }^{18}$ Notice that recommendation levels can take integer values from 1 to 5 , and the median recommendation can take values from 1 to 5 in increments of .5. See Greene (2003) for a detailed exposition of the ordered probit model.

[^9]:    ${ }^{19}$ Notice that, for each explanatory variable, these derivatives sum to zero across all the net recommendation levels.
    ${ }^{20}$ Our analysis focuses on these four types of revisions instead of the other four (added to strong sell, and so forth) because, as shown in Table 1, sell and strong sell recommendations are quite rare. But note that dropped-from-buy and dropped-from-buy-or-strong-buy revisions can entail movement to the sell or strong sell category.
    ${ }^{21}$ We use the I/B/E/S Stopped Recommendations file to determine instances in which a brokerage firm discontinued coverage of a company. This file contains numerous cases in which an analyst stops coverage of a stock only to issue a new recommendation a month or two later. Conversations with I/B/E/S representatives indicate that such events likely represent pauses in coverage due to company quiet periods or analysts' reassignments within a brokerage house. We define a stopped coverage event to be a true stoppage only if the analyst does not issue a recommendation on the stock over the subsequent 6 months.

[^10]:    ${ }^{22}$ Note that the definitions of our four recommendation revision groups imply that stocks can be added to a group more than once on a given day. Nonetheless, excluding days on which a stock experiences multiple revisions does not change any of our qualitative results.
    ${ }^{23}$ Prior research finds that analysts who have more experience, carry lower workloads, or are employed by larger firms tend to generate more precise research (see, for example, Clement 1999; Jacob, Lys, and Neale 1999; Mikhail, Walther, and Willis 1997). In addition, more reputed analysts tend to generate timelier and more accurate research (see, for example, Stickel 1992; Hong and Kubik 2003). We expect such analysts to be more influential with investors.

[^11]:    ${ }^{24}$ These and all subsequent regression results in this article are qualitatively similar when we winsorize the dependent variable at the first and ninety-ninth percentiles of its distribution.
    ${ }^{25}$ For each group of revisions (such as added to strong buy), we also estimate the regression after excluding similar revision events that a stock experiences within 3 days of a given revision event. These results are qualitatively similar to those reported in Tables 6 and 8 . We also examine the possibility that investors perceived the conflicts to be more severe, and hence discounted them more, in securities firms that were charged by regulators (that is, the 10 firms that were part of the global analyst settlement) than in other firms. We do this by interacting both investment banking (IB) revenue percentage and brokerage commission revenue percentage variables in the regression with binary $(0,1)$ dummy variables for securities firms that are part of the global analyst settlement and firms that are not. We find no significant differences between the two groups of firms in their coefficients on IB revenue percentage and commission revenue percentage.
    ${ }^{26}$ Although II All-America Research Team and WSJ All-Star Analyst dummies both measure aspects of an analyst's reputation, they are not highly correlated. The correlation coefficient is .14 across all upgrades and .13 across all downgrades.

[^12]:    ${ }^{27}$ Many prior studies have used trading volume to examine investors' response to informational events (see, for example, Shleifer 1986; Jain 1988; Jarrell and Poulsen 1989; Meulbroek 1992; Sanders and Zdanowicz 1992).
    ${ }^{28}$ This approach has been used in a number of prior studies (for example, Shleifer 1986; Vijh 1994; Michaely and Vila 1996).

[^13]:    ${ }^{29}$ Kenneth R. French, Fama/French Factors (file F-F_Research_Data_Factors.zip at http://mba .tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html).

[^14]:    ${ }^{30}$ The results are qualitatively similar when we include these observations.

[^15]:    ${ }^{31}$ See NYSE Amended Rule 472, "Communications with the Public," and National Association of Securities Dealers Rule 2711, "Research Analysts and Research Reports."

